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Abstract We perform spontaneous earthquake rupture simulations on rough strike-slip faults with
off-fault plastic material properties. We examine the off-fault stress change and coseismic damage pattern
resulting from dynamic fault slip. We use the stress output from each simulation to calculate the Coulomb
failure function (CFF). We calculate the CFF values on the extensional and compressional side of the fault
using parallel receiver fault orientations. We also calculate the CFF values on the extensional side of the
fault using variable receiver fault orientations determined using the angle at which plastic shear strain is
maximum. We calculate the probability density function for the CFF values across the fault as a function of
distance. We observe a similar overall trend of the CFF values with distance for the extensional and
compressional sides—our simulations show a broad range of values in the near-fault region, while a
narrow range of values occurs further from the fault. In the near-fault region, we observe many more
positive CFF change zones using variable receiver fault orientations than using parallel orientations. We
calculate the areas and amplitudes of these positive CFF zones as a function of distance away from the
fault. Our comparison of CFF amplitudes as a function of rupture area suggests that the spatial aftershock
distribution surrounding a fault is controlled by both stress heterogeneity and the coseismic damage zone
complexity. The calculations of rupture areas using our model are consistent with ruptured areas of
observed aftershocks in California.

1. Introduction
An earthquake causes stress changes in its surrounding region. These induced stress changes can either
increase or decrease the seismic activity of that region (Freed, 2005; King et al., 1994; Lin & Stein, 2004; Stein,
1999, 2003; Steacy et al., 2005; Toda et al., 1998, 2005). This change in seismic activity due to stress changes
is referred to as earthquake triggering (Freed, 2005). Understanding the mechanics of aftershock triggering
is an important aspect of earthquake science, as an understanding of time-dependent earthquake rates helps
constrain the risk they pose to humans and property (Cocco & Rice, 2002; Hill et al., 2002; King et al., 2001;
Scholz, 2002). Many studies have been dedicated to understanding aftershock triggering and have proposed
different triggering mechanisms. These effects include changes in static stress (Harris & Simpson, 1992;
King et al., 1994; Stein, 1999), dynamic stresses from passing seismic waves (Gomberg et al., 2003; Hill et al.,
1993; Pankow et al., 2004), aseismic afterslip below a rupture fault plane (Perfettini & Avouac, 2004), fluid
pressure variation due to its flow (Nur & Booker, 1972), and viscoelastic relaxation in the asthenosphere
(Lippiello et al., 2015). Although all of these mechanisms are believed to play a role in aftershock triggering,
the relative importance of each mechanism remains an open issue in earthquake science. Furthermore, the
contribution of each of these mechanisms is not straightforward to quantify (El Hariri et al., 2010; Freed,
2005; Vidale & Shearer, 2006; Vidale et al., 2006).

The static stress changes are calculated based on the Coulomb failure function (CFF; Bruhn, 1990; Freed,
2005; Jaeger et al., 2009; King et al., 1994). The change in normal and shear stresses on a fault determine
the Coulomb stress change for that fault. A positive change in Coulomb stress brings a fault closer to fail-
ure, while a negative change in Coulomb stress brings a fault away from failure. The static stress changes
can explain many features of seismicity such as the spatial distribution of aftershocks and their temporal
sequences and the seismic inactivity after a large earthquake in a seismically active region (Freed, 2005).
The static stress change model has been successful in predicting the aftershocks observed within distances
of one to two fault lengths, but even within this distance, this model is not able to explain the occurrence
of aftershocks in stress shadows. For instance, the 1989 Loma Prieta Earthquake with moment magnitude
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Mw = 6.9 produced aftershocks in regions of stress shadows within a few fault lengths which cannot be
explained by static stress changes (Segou & Parsons, 2014).

To better understand the static stress effects induced by an earthquake, we perform spontaneous earthquake
rupture simulations of large earthquakes on a geometrically complex fault. Dynamic rupture simulations
solve physics-based models of stresses and slip, and hence these models can be used to calculate the static
stress changes after the dynamic phase of an earthquake, which gives us an estimate of the expected after-
shock triggering locations. Spontaneous earthquake rupture simulations have been extensively used by the
earthquake science community (in both 2-D and 3-D) to understand the physical processes that occur dur-
ing propagation of earthquake rupture (Ando & Kaneko, 2018; Aochi et al., 2000; Bizzarri & Cocco, 2005;
Harris, 2004; Harris & Day, 1997; Dalguer et al., 2003; Daub & Carlson, 2008, 2010; Dunham & Archuleta,
2005; Shi & Day, 2013; Shi & Ben-Zion, 2006; Tinti et al., 2005). An advantage of using dynamic rupture mod-
els to calculate static stress changes is its ability to resolve small-scale details of slip and stress change when
compared to kinematically inverted fault models. These small-scale details play an important role in deter-
mining the near-fault stress change following an earthquake, particularly since the small-scale changes in
stresses may change the locations and extent of stress shadows over length scales relevant for the typical
rupture dimensions of smaller aftershocks.

Our dynamic earthquake rupture simulations consider continuum plasticity (Andrews, 2005; Dunham et al.,
2011a, 2011b; Gabriel et al., 2013; Shi & Day, 2013) to describe the off-fault material. We consider plastic
rather than elastic off-fault material properties (Aslam & Daub, 2018) in this study since the elastic off-fault
material properties may predict extreme stress conditions near the rupture front (e.g Noda et al., 2009) which
are high enough for the material to deform inelastically (Dunham et al., 2011a, 2011b; Johri et al., 2014;
Poliakov et al., 2002; Rice et al., 2005; Shi & Day, 2013). Many recent dynamic earthquake rupture simulation
studies have used continuum plasticity to represent off-fault material properties (Andrews, 2005; Ben-Zion
& Shi, 2005; Duan, 2008; Dunham et al., 2011a, 2011b; Ma & Beroza, 2008; Templeton & Rice, 2008; Viesca
et al., 2008).

Most of the studies discussed above considered flat faults to perform dynamic rupture simulations. Since real
faults are not flat but rather exhibit complex geometries (Brown & Scholz, 1985; Candela et al., 2012; Power
& Tullis, 1995; Power et al., 1987; Renard et al., 2006), considering these heterogeneities of the fault surface
is important since a real geological fault with geometrical complexities can introduce significant changes in
the stress distribution when the fault slips. These stress perturbations sometimes reach the level of existing
tectonic stresses of the area (Chester & Chester, 2000; Dieterich & Smith, 2009) and have a significant effect
on the static stress change in the region surrounding the fault. Many quasi-static modeling studies have
considered complex fault geometries in order to calculate the slip distribution and resulting stress changes as
a result of failure on the geometrically complex fault (Bailey & Ben-Zion, 2009; Powers & Jordan, 2010; Smith
& Dieterich, 2010). A few recent studies of dynamic rupture have performed dynamic rupture simulations
on geometrically complex rough faults (e.g., Bruhat et al., 2016; Dunham et al., 2011b; Fang & Dunham,
2013; Harris et al., 2018; Johri et al., 2014; Shi & Day, 2013) rather than the conventional flat faults to examine
the physical processes that occur during propagation of earthquakes for more realistic geometries.

In our previous study (Aslam & Daub, 2018), we performed dynamic rupture simulations on rough faults
with off-fault elasticity to study the effects of fault roughness on the aftershocks. We found that the extent of
the near-fault region of complex static stress changes is mainly controlled by the root-mean-square (RMS)
height of the rough fault profile, and the Hurst exponent of the fault profile does not affect the spatial
extent of the near-fault region. Our study assumed elastic off-fault material properties, which provided many
insights into the point statistics and expected spatial characteristics of the static stress changes. However,
these results may not be relevant when extreme stress conditions are encountered that cause the material to
deform inelastically. Similarly, all of our calculations of static stress changes were based on the assumption
of a predefined single-receiver fault orientation, while the orientations of faults in a multifault system may
not be parallel in general. Hainzl et al. (2010) observed that incorporating realistic multiple-receiver fault
orientations changes the spatial pattern of predicted aftershocks, and the new pattern shows better agree-
ment with observed data (i.e., aftershocks of the 1992 Landers earthquake with Mw = 7.3). Although our
study addressed the question of relating the spatial distribution of aftershocks with the static stress changes
in detail, we did not address the relationship of aftershock seismicity with the coseismic damage zone and
multiple-receiver fault orientations.
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Figure 1. Yield criteria of Drucker-Prager plasticity, which is used to model
plastic deformation of rocks in numerical modeling of spontaneous
earthquake rupture propagation. In our simulations, we assume a
cohensionless off-fault material (i.e., cDP = 0), while considering a cohesion
value for the material will cause the material to yield at higher stress levels.
DP = Drucker-Prager.

This study expands upon our previous work in order to investigate if the
stress field or damage zone controls the off-fault seismic activity. We build
upon our previous dynamic rupture studies described above and per-
form numerous two-dimensional (2-D) earthquake simulations on rough
strike-slip fault profiles. We quantify the stress changes in the off-fault
material due to dynamic slip on the fault where the off-fault material
properties are described using plasticity. We use Drucker-Prager (DP) vis-
coplasticity to account for off-fault material failure. We use self-similar
fault fractal profiles (Hurst exponent = 1), with fault roughness ampli-
tude values of 0.01 to represent our fault profile. These fault roughness
values are taken from major strike-slip fault observational studies (Can-
dela et al., 2012). We run our simulations for numerous realizations of
the fault profile and then calculate the amplitudes of the CFF for each
of these realizations. We calculate the probability density function (PDF)
of the CFF from all fault realizations in order to quantify and compare it
with the aftershock distributions in space using observational data. We
use relocated earthquake catalogs from California (Shearer et al., 2005;
Waldhauser & Schaff, 2008) for the comparison of our model results with
naturally occurring seismicity.

2. Inelastic Off-Fault Material Response and
Plasticity
Experimental studies show a pressure-dependent yielding in both rocks
and soils (Brace et al., 1966; Hirth & Tullis, 1992; Mogi, 1971, 1972, 1974;

Templeton & Rice, 2008). The onset of this inelastic deformation is dependent upon the mean normal
stress. In brittle rocks, this deformation occurs as a result of frictional sliding on microcracks and fractures
(Dunham et al., 2011b; Rudnicki & Rice, 1975). We use the Drucker-Prager model to describe this inelastic
deformation. This model is similar to the Mohr-Coulomb model, and under certain stress states, the yield
criteria of both models become equivalent.

Under DP viscoplasticity, the material flows when stresses exceed the yield function F(𝜎ij):

F(𝜎i𝑗) = 𝜏 − cDP + 𝜇DP𝜎kk∕3, (1)

where 𝜏 =
√

si𝑗si𝑗∕2 is the second invariant of the deviatoric stress tensor sij = 𝜎ij − (𝜎kk∕3)𝛿ij, cDP is related
to the cohesion, and 𝜇DP is related to the internal coefficient of friction. When F(𝜎ij) is negative, the material
behaves elastically (Figure 1). Since the material close to the fault is already damaged (Biegel & Sammis,
2004; Caine et al., 1996; Chester & Logan, 1986; Chester et al., 1993, 2004), we do not consider any cohesion
for the off-fault material.

Our study does not consider the effects of pore fluids, but the effect of fluid pressure can be introduced
into this equation by considering the stresses in the above equation as effective stresses for a fluid-saturated
medium (Dunham et al., 2011a; Viesca et al., 2008).

For viscoplasticity, the stresses are allowed to exceed the yield function according to

F(𝜎i𝑗) = Λ𝜂, (2)

where Λ =
√

2ėpl
i𝑗 ėpl

i𝑗 is the equivalent plastic strain rate from the deviatoric plastic strain rate ėpl
i𝑗 =

.
𝜖

pl
i𝑗 − ( .

𝜖
pl
kk∕3)𝛿i𝑗 and 𝜂 is a viscoplastic viscosity defining the timescale over which stresses can exceed the

yield stress. Our adopted formulation of viscoplasticity is mathematically well-posed (Loret & Prevost, 1990;
Perzyna, 1966; Sluys & de Borst, 1992).

3. Fault Roughness
Recent studies of fault surface topography measurements (Brodsky et al., 2011; Candela et al., 2009, 2011,
2012; Renard et al., 2006; Sagy et al., 2007) suggest that fault surfaces are self-affine fractals. A few other
studies (Brown & Scholz, 1985; Lee & Bruhn, 1996; Power & Tullis, 1995; Shi & Day, 2013) suggest that
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Figure 2. (a) Two different realizations of a self-similar rough fault with
RMS height of 0.01. (b) The normal and shear traction values resolved on
realization 2 of the rough fault profile shown in (a). The traction values
along the fault are heterogeneous even though the regional stresses are
uniform. The heterogeneous tractions on the fault are solely due to the
rough fault profile. RMS = root-mean-square.

fault surfaces are better described by a type of self-affine fractals that
are self-similar fractals. A self-affine fractal profile is one that requires a
separate length and height scaling to obtain a similar statistical profile,
while a self-similar fractal profile requires the same length and height
scaling (Russ, 1994). A self-affine fault profile can be described by two
parameters. The first parameter is called the Hurst exponent. This param-
eter quantifies the fractal scaling of the power spectrum of the fault. We
denote this parameter by H. The second parameter quantifies the max-
imum roughness amplitude of a fractal fault profile, which we quantify
through the RMS deviation of the fault profile from planarity normalized
by the fault length. This parameter is dependent on the maturity of the
fault. A detailed description of the self-affinity and the two parameters
can be found in the appendix of our previous study (Aslam & Daub, 2018).

We run all of our simulations in this study on an immature self-similar
fault profile. A self-similar fractal fault profile is described by H = 1. We
describe the immaturity of the fault profile by an RMS height value of 0.01
(Brodsky et al., 2011). We run 500 spontaneous earthquake rupture simu-
lations, each with a different realization of the immature self-similar fault
profile (RMS height = 0.01 and H = 1) . We use a Fourier method to gen-
erate the fault profiles (Andrews & Barall, 2011) and cut off the fractals at
a wavelength corresponding to 20 times the grid spacing. Figure 2a shows
a self-similar fractal fault profile with RMS height of 0.01, while the vari-
ation in the shear and normal traction due to the fault profile is shown in
Figure 2b. The plot of the shear and normal components shows that the

geometry of the fault profile causes the tractions to be highly nonuniform, which subsequently alters the
slip distribution of the fault when it fails.

4. Model Setup
We use a plane strain model to run all of our spontaneous earthquake rupture simulations. Figure 3 shows a
schematic of the model setup. The simulation domain is 130 km long and 70 km wide. The fault surface has
the same length as the domain length. The fault profile is a self-similar fractal curve f(x) deviating from y = 0
and has a RMS height to wavelength ratio = 0.01. We run 500 earthquake rupture simulations each with a
different fault surface realization. We do this by changing the fault profile in each simulation but keeping
the rest of the modeling setup the same. We use a fixed grid spacing (Δx = 25) along strike in all of our
simulations. We have run a few simulations with shorter grid spacing in our previous study and determined
that the simulations are well resolved at our selected resolution. The minimum resolvable wavelength of
fault roughness is 0.5 km based on our selected grid spacing (𝜆min = 20Δx = 0.5 km). Our simulations are
accurate up to frequencies of ∼ 7 Hz assuming 20 grid points per wavelength (a Fourier amplitude spectrum
of velocity from the near-fault region is provided in the supporting information). All of our simulations
assume DP plastic off-fault material properties. The plastic parameter values used in this study are given
in Table 1. We use fdfault to run all of our rupture simulations. This code has been verified on multiple
Southern California Earthquake Center benchmark problems (Harris et al., 2009, 2018) with both elastic
and plastic off-fault material properties.

We assume a uniform regional stress field over the whole domain. An important point to note is that when
the uniform stress field is resolved on each point along the fault, it provides heterogeneous values of normal
and shear traction (due to the geometry of the fault profile) on the fault. As an example, Figure 2b shows
the traction values resolved on the fault profile (shown in Figure 2a) due to the uniform stress field given in
Table 1. In this study, we represent compressive stresses as negative. We do not encounter any tensile normal
traction in our simulations with plastic off-fault material properties.

We use the linear slip-weakening (SW) friction law to model friction on the fault (Andrews, 1985, 1976; Day,
1982; Ida, 1972). According to this model, a static friction value 𝜇s drops to a dynamic friction value 𝜇d as a
function of slip U on the fault over a certain critical slip distance Dc. Although this friction law has a simple
formulation (Bizzarri, 2010), it captures the basic weakening characteristics of the friction on the fault and
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Figure 3. (a) Modeling setup of our simulations. A self-similar rough fault profile is shown having a root-mean-square
height to wavelength ratio of 0.01. The minimum wavelength of the fault roughness is 500 m. The fault has a right
lateral strike-slip sense of slip, a length of 130 km, and a frictional barrier on either side. The barrier on the left is
15 km long, while the barrier on the right side starts at the edge of nucleation zone and extends to the edge of the
simulation domain. The rupture always initiates on the right side of the fault. This results in accumulation of plastic
deformation predominantly on the extensional side of the fault. The extensional side is marked in the figure with “−”
sign, while the compressional side is marked with a “+” sign. In each rupture simulation, the domain setup remains
the same, while the profile of the rough fault changes. (b) We load the medium with homogeneous stresses while the
maximum compressional stress (Smax) inclines at an angle 𝛹 on the fault. We observe plastic deformation
predominantly on one side of the fault since the value of 𝛹 is high (40◦) for our simulations (Templeton & Rice, 2008).

hence has been used in many rupture simulation studies (e.g., Harris et al., 2009). This law does not include
any healing to friction with time; hence, some rupture simulation studies (e.g., Bizzarri & Cocco, 2006a,
2006b; Dunham et al., 2011b, 2011a; Okubo, 1989; Schmitt et al., 2015) have used other friction laws such as
rate and state friction (Dieterich, 1979; Ruina, 1983) or the Shear Transformation Zone friction law (Daub &
Carlson, 2010) to account for the fault friction properties. We choose 𝜇s = 0.7, 𝜇d = 0.2, and Dc = 0.4 m in
this study. A low value of dynamic friction with a higher strength is chosen based on lab experiments (Beeler
et al., 2008; Di Toro et al., 2004, 2011; Goldsby & Tullis, 2002, 2011; Han et al., 2007; Hirose & Bystricky, 2007;
Hirose & Shimamoto, 2005; Tsutsumi & Shimamoto, 1997) and theoretical/numerical studies (Andrews,
2002; Beeler et al., 2008; Bizzarri, 2011; Rice, 2006; Suzuki & Yamashita, 2006) to provide strong dynamic
weakening. Our static friction value for the SW law remains constant, but at any time snapshot the friction
on the fault is variable along the fault due to the heterogeneous distribution of fault slip. We provide stress
drop and some other dynamic rupture properties values in Table 2.

Studies of dynamic rupture simulations show that the plastic strain accumulation occurs predominantly
on the extensional side of the fault (Ben-Zion & Shi, 2005; Templeton & Rice, 2008). The extensional side
can be defined by the sign of the fault-parallel component of the strain tensor (𝜖xx) near the rupture front
(Templeton & Rice, 2008). The static stress changes induced by coseismic slip on the fault during rupture
propagation vary in space, with a dependence on whether the point is located on the compressional or exten-
sional side of the fault. Since our main focus in this study is to calculate static stress changes as a result
of earthquake rupture, we aim to compare the static stress changes on both the extensional and compres-
sional sides of the fault. To make this comparison more straightforward, we run a unilateral rupture in all
of our rupture simulations. Doing this enables the compression to be dominant along one side of the fault
and extension to be dominant along the other side of the fault. We choose the right side of the fault (a 3-km
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Table 1
List of Parameter Values Used in This Study

Parameter name Symbol used Value
Model domain parameters

Domain length Xtot 130 km
Domain width Ytot 70 km

Material properties parameters
Compressional wave speed Vp 6,000 m/s

Shear wave speed Vs 3,464 m/s
DP internal friction parameter 𝜇DP 0.5735
DP plastic dilatancy parameter 𝛽 0.2867
DP viscosity parameter 𝜂 0.2775 GPa s

Friction law parameters
Static frictional coefficient 𝜇s 0.7
Dynamic frictional coefficient 𝜇d 0.2
Critical slip distance Dc 0.4 m

Initial condition parameters
Stress 𝜎xx −100 MPa
Stress 𝜎xy 52.0 MPa

Stress 𝜎yy −120 MPa

Stress 𝜎zz −110 MPa
Fault roughness parameters

Hurst exponent H 1.0
RMS height to wavelength ratio 𝛼 0.01

Note. DP = Drucker-Prager; RMS = root-mean-square.

nucleation patch between 80- and 120-km along-fault distance) to initiate slip in all of our rupture simula-
tions. To pick the exact location of the 3-km nucleation patch between the along-fault distances of 80 and
120 km, we calculate the shear to normal stress ratio (S/N ratio) at every grid point along the fault, low-pass
filter the resulting signal, and choose the location where the S/N ratio is highest. These locations are the
places where ruptures are more likely to nucleate (Fang & Dunham, 2013; Mai et al., 2005; Oglesby & Mai,
2012). Since every fault profile does not fulfill this criterion, we generate a large number of fault profiles
and calculate the S/N ratio of each of these fault profiles. If the S/N ratio is highest between 80- and 120-km
along-fault distance, we keep this fault profile for rupture simulation; otherwise we discard the fault profile.
To force the rupture to propagate only toward the left side of the fault, we place a frictional barrier (con-
stant 𝜇s = 1, 000) on the right side of the fault. The frictional barrier length starts from the right edge of
the nucleation zone and ends at the right fault edge as can be seen in Figure 3. We select 500 different fault
profiles using the above criteria and run simulations on those fault profiles. After running the simulations,
187 ruptures propagate more than 60 km from the nucleation point before dying out, while the ruptures in
the remaining simulations die out early due to the unfavorable fault geometry. For our section 7, we only
consider those 187 ruptures that have ruptured at least 60 km along strike.

Previous researchers have used many strategies to spontaneously nucleate a rupture for the SW friction law
(Andrews, 1985; Bizzarri & Cocco, 2005; Day, 1982; Dunham & Archuleta, 2005; Ionescu & Campillo, 1999).

Table 2
List of Few Dynamic Rupture Properties

Parameter name Symbol used Value Expression taken from
S ratio Sratio 1.2 Templeton and Rice (2008)
Cohesive zone length R0 252 m Templeton and Rice (2008)
Mean stress drop Δ𝜏 28.0 MPa
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Strategies that are commonly used include time-independent overstressing of the fault (e.g., Harris et al.,
2009) and overstressing a single node point within a critically stressed nucleation patch (e.g., Schmedes et al.,
2010). We choose the time-independent overstressing of the fault nucleation patch based on our analysis
of different nucleation strategies in our previous study. The fault nucleation patch is 3 km wide, while the
central point of the patch is the point with the highest S/N ratio. The shear traction on each point of this
nucleation patch is increased from its current value to a value defined by the failure stress on the fault: T(i)

s
=1.01T(i)

𝑓
= 𝜇sT

(i)
n , where Ts

(i) is the shear traction, T𝑓
(i) is the failure traction, and Tn

(i) is the normal traction
on the ith point on the fault.

5. Receiver Fault Orientations and Potential Aftershock Zone Calculations
The static stress change on a receiver fault is calculated using the CFF equation. The CFF is based on the
change in the normal and shear stress on a receiver fault (King et al., 1994):

Δ𝜎𝑓

𝛽
= Δ𝜏𝛽 − 𝜇𝛽Δ𝜎𝛽. (3)

Here Δ𝜎𝑓

𝛽
is the Coulomb stress change, Δ𝜏𝛽 is the shear stress change, 𝜇𝛽 is the friction coefficient, and

Δ𝜎𝛽 is the normal stress change on the receiver fault. The subscript 𝛽 specifies that all the stress values are
calculated on the receiver fault plane (i.e., 𝜏𝛽 and 𝜎𝛽 are calculated by resolving the off-fault stresses onto
the receiver fault plane). An increase in the CFF value moves the fault closer to failure, while a decrease in
the CFF value moves the fault away from failure.

Since the dynamic rupture simulations solve for the stresses directly during slip, we have the complete stress
tensor available at the end of the simulation. Once we know the receiver fault orientation, we can calculate
the static stress change on the receiver fault. We assume a frictional coefficient value (𝜇𝛽) of 0.4, a value
typical for strike-slip receiver faults (Parsons et al., 1999).

We treat the compression and extensional sides separately when calculating CFF values. We calculate CFF
values on the compressional side of the fault using a single-receiver fault orientation. This orientation is par-
allel to the overall trace of the host fault. The assumption of parallel receiver faults is usually reasonable for
strike-slip fault zones (Faulkner et al., 2003) or for receiver faults that have formed under a similar tectonic
history to the main fault. We calculate CFF values on the extensional side of the fault using the fault-parallel
receiver fault orientation (similar to the compressional side) and also using a second receiver fault orien-
tation that is spatially variable. We determine this second orientation of the receiver fault using the final
plastic strain tensor of dynamic rupture simulation. Using this tensor, we calculate the orientation at which
the plastic shear strain is maximum, which should serve as a proxy for the likely orientation of faults in that
area due to off-fault damage.

We extract the plastic strain and final stress tensor after a sufficiently long simulation time to ensure that our
calculation of the static stress change is not affected by the dynamic stresses due to passing seismic waves.
We also select a smaller domain of the model to extract the stress and plastic strain tensor rather than the
full domain which further reduces the effects of boundaries and dynamic waves. We extract both tensors
after 41.13 s of rupture simulation. Based on the shear wave velocity, this time is sufficient for the waves to
propagate away from the central part of the modeling domain. The smaller domain is 50 km long and 40 km
wide, beginning at 20 km along-fault distance and ending at 70 km along-fault distance for the fault-parallel
direction while starting at −15 km and ending at 25 km across-fault distance for the fault-perpendicular
direction as can be seen in Figure 4. The dashed vertical lines show the subregion along-fault strike that
is used for analysis. We only consider those ruptures that have ruptured the whole subregion. This means
that we consider a 2-D rupture equivalent to a magnitude 7 earthquake (Wells & Coppersmith, 1994) for our
analysis.

Once we calculate the CFF on both sides of the fault from all of the simulations, we compute point statistics
by combining the calculated CFF values from each realization. We also analyze the spatial and amplitude
correlations of these CFF values. We do this by identifying the zones of positive CFF change on each side
of the main fault for all 187 simulations and then calculate the size, location, and mean CFF amplitude of
each zone. We only consider positive CFF zones that have a length of 100 m or more. In addition to the size
and location of these zones, we calculate the total number of these positive CFF zones that exist within the
selected subdomain in each realization on each side of the fault. This comparison illustrates how static stress
changes (due to coseimic fault slip) are distributed on the compressional and extensional sides of the fault.
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Figure 4. (a) Snapshot of the pattern of off-fault scalar plastic strain in the modeling domain at time = 41.3 s after the
start of the rupture propagation. We extract stresses and plastic strains from all the rupture simulations at time = 41.3 s.
The modeling subdomain region (20 to 70 km along-fault and −15 to 25 km across-fault distance) is also marked with
vertical dashed lines. The geometric heterogeneity of the fault profile leads to a complex damage distribution across the
main fault. The roughness of the fault profile concentrates the regions of highest plastic strain immediately next to the
geometrical fault bends resulting in localized high-strain zones marked by “A,” “B,” and “C.” (b) Estimated receiver
fault orientations using the direction of maximum plastic shear strain. The orientations are heterogeneous in space,
with orientations mostly within 25◦ of the main rupture trace. Note that the vertical scale in both (a) and (b) is
exaggerated.

To compare our model results with real aftershock data as described in the following section, we find the
distance of each positive CFF zone from the host fault and its area assuming a circular source dimension. The
assumption of a circular rupture is frequently used for small to moderate earthquakes (Aki, 1972; Allmann
& Shearer, 2009; Hanks, 1977; Scholz, 1982; Thatcher & Hanks, 1973).

6. Aftershocks and Fault Trace Data
To compare our model results with real data, we select five major earthquakes in California. These events are
the Morgan Hill Earthquake of 1984 with Mw = 6.2 (Beroza & Spudich, 1988), the Loma Prieta Earthquake
of 1989 with Mw = 6.9 (Wald et al., 1991), the Landers Earthquake of 1992 with Mw = 7.2 (Wald & Heaton,
1994), the Northridge Earthquake of 1994 with Mw = 6.2 (Hartzell et al., 1996), and the Hector Mine Earth-
quake of 1999 with Mw = 7.1 (Salichon et al., 2004). We use the relocated Northern and Southern California
earthquake catalog (Shearer et al., 2005; Waldhauser & Schaff, 2008) to extract the aftershocks related to the
earthquakes described above. We keep a fixed time window after the main shock to extract aftershocks. Pre-
vious works have used a magnitude-dependent time window to determine aftershocks (Allen et al., 1965;
Gardner & Knopoff, 1974); however, we use a fixed time window to ensure uniform treatment of all events.
We extract the fault trace of all the earthquakes described above using the slip inversion of these earth-
quakes. The slip inversions are freely available through an online database (SRCMOD; Mai & Thingbaijam,
2014). This database has the record of the estimated slip model for many major earthquakes around the
globe through finite fault inversion studies.

To perform a quantitative comparison of the observational data with our model results, we calculate the
earthquake rupture area of all aftershocks from the five major earthquakes described above using the stan-
dard Eshelby formula (Eshelby, 1957) which assumes a circular source dimension and a constant stress drop
value. We assume a stress drop of 1 MPa which is typical for geometrically heterogeneous faults (Bailey &
Ben-Zion, 2009; Shaw et al., 2015).

7. Results
7.1. Point Statistics
Figure 4a shows the pattern of off-fault plastic deformation during one of the rupture simulations. The pat-
tern of off-fault plastic deformation is shown using the equivalent plastic strain 𝛾p, defined as Λ = d𝛾p

dt
. The
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Figure 5. Change in stresses in the subdomain region of the modeling domain for the fault profile shown in Figure 4.
The simulation is run for a sufficient length of time (= 41.3 s) such that there are no dynamic stresses related to the
wave propagation and hence the stress change in the domain is present only due to static stress changes. (a) Change in
the normal stress in the modeling subdomain. (b) Change in the shear stress in the modeling subdomain. The stress
change in the near-fault region is highly complex, with most of the regions of the modeling subdomain showing a
decrease in the shear stress values.

plastic strain accumulates along the extensional side of the fault as observed in many other studies (Andrews,
2005; Ben-Zion & Shi, 2005; Templeton & Rice, 2008) with the width of plastic deformation zone increasing
with the rupture propagation distance. The roughness of the fault profile concentrates the regions of highest
plastic strain immediately next to the geometrical fault bends. These high-strain zones tend to be localized in
space due to stress concentrations as shown in Figure 4a. Some of these localized higher plastic strain zones
are marked in Figure 4a by “A,” “B,” and “C.” The restraining bends of the fault geometry make it difficult
for the rupture to break through, causing stress concentration nearby. These localized zones of plastic strain
have been observed by previous dynamic rupture studies performed on geometrically complex rough faults
(Dunham et al., 2011a; Johri et al., 2014). Figure 4b shows the estimated receiver fault orientations using
the direction of maximum plastic shear strain. The orientations vary between 0◦ and 45◦ from the overall
trace of the main fault. The receiver fault orientations are mostly within 20◦ of the main rupture trace. The
dashed vertical line shows the subregion from which the stress and plastic strain values are extracted for
further static stress calculation.

Figure 5 shows the change in stresses (normal and shear) for the subregion marked in Figure 4. As can be
seen in Figure 5, the stresses are highly complex in the region near the fault. The geometric heterogeneity
of the fault profile leads to this complexity in the stress distribution. Farther from the fault profile, the stress
complexity is reduced as the fault roughness effects are not as prevalent at those distances. Furthermore,
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Figure 6. The CFF change calculated in the subdomain region of the
simulation for the fault profile shown in Figure 4. The CFF is calculated
from the stress change values (both shear and normal stresses, shown in
Figure 5) as a result of dynamic earthquake slip on the rough fault. The
calculations assume a frictional coefficient 𝜇𝛽 = 0.4 and receiver fault
orientations parallel to the mean host fault profile. The fault roughness of
the fault profile results in a heterogeneous stress field within the rupture
area of the main shock, resulting in an increased probability of occurrence
of aftershocks within this area. Positive values of CFF change indicate that
there is a higher probability of aftershock occurrence, while negative values
of CFF change indicate regions of reduced probability of aftershocks. As
can be seen, there is no obvious difference between the calculated CFF
values in the extensional and compressional side of the fault. Note that the
CFF values calculated here are based on events that ruptured unilaterally;
however, natural faults may not always rupture this way. CFF = Coulomb
failure function.

though the stresses are highly complex, we note from Figure 5b that the
negative shear stress change values dominate the positive values of stress
change. Similar to our previous study (Aslam & Daub, 2018), we divide
the region across the fault into three subregions based on the stress pat-
tern. We refer to the region close to the fault where the stresses are more
complex as the “near-fault” region, while we refer to the region of rela-
tively uniform stresses as the “far-fault” region. We refer to the transition
region between the near-fault region and the far-fault region as the inter-
mediate region. Most of our discussion of results in this study is related
to the near-fault region since this region is mainly affected by the fault
roughness during rupture propagation. We note that this naming con-
vention is only for the purpose of discussing the results in this study; on
tectonic scales, these regions are all close to the fault.

Using the final stress tensor from each of the rupture simulations, we cal-
culate the CFF in the region surrounding the main fault. To calculate the
CFF values, we use two different receiver fault orientation approaches. In
the first approach, we assume parallel receiver fault orientations, while
in the second approach, we calculate CFF values based on the receiver
fault orientations calculated from the direction of maximum plastic shear
strain. Since no plastic strain accumulates on the compressional side of
the fault profile, we only calculate the CFF using the second approach
for the extensional side of the fault. Figure 6 shows the CFF calculated
using the parallel receiver fault orientation on both the compressional
and extensional sides of the fault. Similar to the distribution of stresses
shown in Figure 5, the CFF distribution is also highly complex across the
fault in the near-fault region with both negative and positive CFF change
zones present in this region. At distances farther from the near-fault
region, the CFF change pattern is more uniform, with negative CFF val-
ues dominating. Based on the realization shown in Figure 6, there is not
an obvious difference between the extensional and compressional sides of
the fault. Therefore, we examine a statistical ensemble of all CFF values

from both the extensional and compressional sides of the fault in addition to examining each side separately.
The regions of positive CFF change in Figure 6 are of particular importance, as these are the regions which
are brought closer to failure and are potential locations of aftershocks. We note from Figure 6 that the rough-
ness of the fault profile causes many small positive CFF zones to occur within broader negative CFF zones.
These small positive CFF zones are not resolvable using the usual CFF calculations due to coarser resolution
of fault slip from the inversion studies, and hence these zones would appear as stress shadows. At far-fault
distances, where the fault roughness effects are not present, we do not see these positive CFF zones.

We mark the boundaries between the near-fault, intermediate, and far-fault regions based on the number
of positive CFF zones. In this study, we consider a region to be a positive CFF zone if it has a length of
at least 100 m (i.e., at least four consecutive positive CFF values along the direction of the receiver fault
orientation). In each simulation, we first count the total number of positive CFF zones at each distance away
from the trace of the main fault and then include distances with more than eight positive CFF zones in the
near-fault region. The distance at which the number of positive zones decreases from > 8 to ≤ 8 marks the
boundary between the near-fault region and the intermediate region. The distance where no positive zones
are observed designates the start of the far-fault region. We calculate the width of the near-fault region for
both the compressional and the extensional side from each rupture simulation. The width of the near-fault
region describes the distance over which the stress complexity as well as the damage pattern complexity may
influence seismicity patterns. The average width of the near-fault region is 1,890 m on the extensional side
when CFF values are calculated using parallel receiver fault orientations, 2,730 m when the CFF values are
calculated using variable receiver fault orientations, and 1,680 m on the compressional side of the fault.

We combine the CFF data from each side (both extensional and compressional) for all 187 rupture simula-
tions to examine the statistical properties of the CFF as a function of distance. Figure 7 shows the PDF values
of the CFF as a function of distance from the fault. Figure 7a shows the PDF of the CFF for the compressional
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Figure 7. The probability density function (PDF) of the change in CFF values as a function of distance away from the
fault. The CFF values are highly variable at distances very close to the fault and collapse into a relatively very narrow
range at greater distances from the fault. This behavior is due to the fact that in the near-fault region, fault roughness
effects cause the stress to be heterogeneous. In the intermediate/far-field region, where the fault roughness effects are
weaker, the CFF value spread is relatively narrow when compared to the near-fault region. (a) PDF of CFF change for
the compressional side with parallel receiver fault orientations. (b) Same as (a) but for the extensional side. (c) Same as
(a) but based on the combined values of (a) and (b). (d) Same as (b) but with variable receiver fault orientations. The
optimum orientations of the receiver faults predominantly change the CFF values at the extremes of the distribution at
a given distance. This is the reason that the difference between (b) and (d) is not obvious from point statistics but
stands out when the spatial correlations (Figures 8 and 9) are considered. CFF = Coulomb failure function.

side, Figure 7b shows the PDF of the CFF for the extensional side, and Figure 7c shows the PDF of the
CFF by combining CFF values from the extensional and compressional side. It is important to note that
Figures 7a–7c are constructed using parallel receiver fault orientations. Figure 7d shows the PDF of the CFF
as a function of distance on the extensional side where the CFF is calculated using variable receiver fault
orientations. In each of the plots in Figure 7, the general behavior of the CFF values with distance from
the fault remains the same. The regions close to the fault show a wider spread of CFF values, and as the
distance from the fault increases, this spread gradually squeezes to a relatively narrow band of values. The
distance at which we begin observing a narrow band of values of the CFF marks the transitional boundary
between the near-fault region and the intermediate/far-fault region. The spread of the CFF values in the
intermediate/far-fault region is not as narrow as is observed when running the same simulations with elas-
tic off-fault properties (Aslam & Daub, 2018; the figure showing the PDF of the CFF calculated assuming
elastic off-fault response is provided in the supporting information). This may be related to the fact that the
off-fault stresses are smoothed when considering off-fault plasticity. Furthermore, we note from Figure 7
that the range of values in the intermediate/far-fault region remains the same for simulations with elastic
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Figure 8. Total number of positive Coulomb failure function zones calculated from all rupture simulations for the
near-fault region and the intermediate region. (a) Number of positive zones calculated at 3.5 km away from the main
fault using variable receiver fault orientations (circles) as well as parallel fault orientations (triangles). (b) Same as (a)
but for positive zones 100 m away from the fault. The orientations derived from the damage zone are clearly well
aligned with the stress field in the near-fault region, while they lead to a greater variability in the number of zones in
the intermediate region.

material properties but fluctuates between different upper and lower CFF bounds for the case of simulations
with plastic off-fault material properties. When comparing the CFF values between the extensional side
(Figures 7b and 7d) and the compressional side (Figure 7a) for the intermediate/far-fault region, we observe
that the compressional side has more sharp fluctuations between different upper and lower CFF bounds,
as no damage occurs on that side of the fault. In Figure 7d, the optimum orientations of the receiver faults
change mainly the extreme CFF values with the largest and smallest CFF values. This is the reason that the
difference between Figures 7b and 7d is not obvious by eye. However, this change in the extreme values of
the CFF does influence the locations of aftershocks, which we investigate through the spatial correlations
of the CFF function.

7.2. Spatial Correlations
All of our results described above are based on one-point statistics from our simulations. Although one-point
statistics provide many useful insights into the static stresses, aftershocks are not point features but spatially
extended events that rupture an area that depends upon the magnitude of the aftershock. To study this, we
extract information related to the spatial correlations in the positive CFF values. To do this, we use the loca-
tions as well as lengths of positive CFF zones. To calculate the length of a positive CFF zone, we first pick
a point at any distance away from the fault and then find the orientation of the receiver fault at that point
(0◦ for the case of parallel receiver fault orientations and a spatially dependent value for the case of variable
receiver fault orientations). We then calculate the CFF value at that point; if the CFF value is positive, we
move 25 m further along the direction of the receiver fault orientation and calculate the CFF value at the
next point. If this point is not on a grid point, we calculate its CFF value by interpolating the stress values at
this point. We use linear interpolation (Barber et al., 1996) to compute the stress values at points which do
not lie on the simulation grid. We continue along the same direction and increase the length of the positive
zone until we encounter a negative CFF value. Figure 8 shows the total number of positive CFF zones in
each rupture simulation at two different distances from the main fault on the extensional side of the fault.
Figure 8a shows the number of positive CFF zones 100 m from the fault, while Figure 8b shows the num-
ber of positive CFF zones 3.5 km from fault. We observe that the number of positive zones decreases as the
distance from the fault increases. This is because at greater distances, the fault roughness effects are less
prevalent, as is evident from Figures 5 and 6. This behavior remains the same irrespective of the methodology
used to calculate the positive CFF zones (i.e., either CFF calculated using a parallel receiver fault orien-
tation or calculated using a variable receiver fault orientation). In the near-fault region, we observe twice
the number of positive CFF zones for the variable off-fault orientations case when compared to the paral-
lel receiver fault orientations (Figure 8b). This is because when calculating CFF assuming variable receiver
fault orientations, the directions that have minimum compressive normal stress and maximum shear stress
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Figure 9. Areas of positive CFF zones versus distance from the fault.
(a) Rupture areas calculated using parallel off-fault orientations. (b) Same
as (a), but rupture areas are calculated using variable receiver fault
orientations. The color scale in both (a) and (b) represents the joint PDF
values of positive CFF area and distance. Our modeling results show that
smaller zones are more probable close to the fault than large zones (both in
(a) and (b)). This is because the stresses are more heterogeneous near the
fault, leading to shorter correlation lengths and smaller zones. The larger
rupture zones occur less frequently in the near-fault region as compared to
the smaller zones. In the intermediate region, both smaller and larger
rupture areas have equal probability of occurrence. Since a real aftershock
does not always fill an entire positive CFF region, we expect many
aftershocks with smaller rupture areas may be present at intermediate
distances. Furthermore, (b) is more complete in terms of probable rupture
areas (fewer white spaces with PDF value = 0). This is because the optimal
orientations of the receiver fault result in many more positive zones with
variable lengths (Figure 8), which fill in most of the empty spaces observed
in (a). CFF = Coulomb failure function; PDF = probability density function.

are favored. This causes many more locations to have a positive CFF value
than those found using a parallel receiver fault orientation. An increase
in the number of positive CFF zones for the case of variable receiver
fault orientations means an increase in the width of the near-fault region.
This indicates that the fault roughness effects are observed at greater
distances when off-fault material damage and dynamic calculations of
receiver fault orientations are considered. The comparison between the
number of positive CFF zones with the two types of receiver fault orienta-
tions suggests that the calculations of dynamic off-fault orientations are
important at distances close to the fault since they can significantly affect
the spatial location and magnitude of aftershocks. Furthermore, compar-
ing Figures 8a and 8b, we can see that the orientations derived from the
damage zone are clearly well aligned with the stress field in the near-fault
region, and they lead to a greater variability in the number of zones in the
intermediate region.

Since we have calculated the locations and rupture lengths of the posi-
tive CFF zones surrounding the main fault in each simulation, we can
combine this information from each simulation to examine the spatial
characteristics of probable aftershock zones surrounding a complex fault.
To estimate the maximum possible magnitude of each of the calculated
positive zones, we assume that each patch hosts a circular patch rupture
and convert that area into a magnitude using standard scaling relations.
Figure 9 shows the plot of joint PDF of rupture areas as a function of dis-
tance for all probable aftershock zones. The plot combines all the positive
CFF zone data from each simulation. The plot shows that both smaller
rupture zones with small rupture areas (< 2.5 km2) and larger rupture
zones with larger rupture areas (> 2.5 km2) are present at all distances
from the fault. The smaller rupture zones have a higher probability of
occurrence at distances closer to the near-fault region than the larger
rupture zones. This behavior is observed independent of the choice of
receiver fault orientation. For distances within the intermediate zone,
we observe smaller and larger rupture zones to have a similar probabil-
ity of occurrence. This behavior remains the same for calculations using
both parallel and variable receiver fault orientations. When comparing
Figures 9a and 9b, we see that the higher probabilities for smaller rupture
zones in the near-fault region are more uniformly distributed with dis-
tance when calculated using variable off-fault orientations as compared
to rupture zones calculated using parallel receiver fault orientations. This
is due to the fact that there are a higher number of smaller zones calcu-
lated using variable off-fault orientations than for the case of parallel fault
orientations. We observe no larger ruptures (with rupture areas > 1 km2)
for distances less than 200 m in Figure 9a when compared to Figure 9b,
and fewer smaller ruptures (with rupture area < 0.1 km2) for distances
greater than 4 km. Figure 9b is more complete in terms of probable rup-
ture areas (fewer white spaces with PDF value = 0) because we observe

many more rupture zones with a range of areas calculated using variable receiver fault orientations. These
rupture zones are distributed throughout the near-fault and intermediate regions surrounding the main fault
and fill in the empty portions of Figure 9b. Since the region closer to the fault is highly damaged (Faulkner
et al., 2011), and the stresses in this region are complex (Aslam & Daub, 2018; Erlingsson & Einarsson, 1989;
Pedersen et al., 2003), we expect real aftershocks to have a range of rupture lengths giving rise to behavior
that is similar to what we observe in Figure 9b.

Our modeling suggests a greater probability of occurrence of smaller area rupture zones in the near-fault
region as compared to the intermediate region. There may also be a correlation between positive CFF zone
areas and the mean amplitude of stress increase. To examine this, we calculate the mean CFF amplitude
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Figure 10. The amplitude of CFF increase as a function of the zone area. (a) Rupture zone areas calculated using
fault-parallel receiver fault orientations. (d) Rupture zone areas calculated using variable receiver fault orientations.
The color scale in both (a) and (d) represents the distance of each positive zone from the fault. (b) The amplitude of
CFF increase as a function of the zone area calculated using similar receiver fault orientations for a distance of 3,000 m
away from the fault. (c) The amplitude of CFF increase as a function of the zone area calculated using fault-parallel
receiver fault orientations for a distance of 500 m away from the fault. (e) Same as (b), but the amplitude of CFF
increase is calculated using variable receiver fault orientations. (f) Same as (c), but the amplitude of CFF increase as a
function of the zone area is calculated using variable receiver fault orientations. As can be seen in (d), (e) and (f), the
optimum orientations of the receiver fault tend to smooth the stress field, giving less extreme CFF values but increased
connectivity between different positive zones. CFF = Coulomb failure function.
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Figure 11. (a) The CFF calculated for the 1999 Hector Mine earthquake at 7.5-km focal depth, on the optimum
orientations of strike-slip receiver faults. We observe two positive CFF change zones while a siginificant part of the
near-fault region is dominated by a stress shadow. The white line shows the surface fault trace (Salichon et al., 2004).
The black lines mark the traces of the known active faults present in the region. (b) The magnitude frequency
distribution of the compiled data set of aftershocks from five large earthquakes from the California region. These
earthquakes are the 1984 Morgan Hill earthquake, the 1989 Loma Prieta earthquake, the 1992 Landers earthquake, the
1994 Northridge earthquake, and the 1999 Hector Mine earthquake. The magnitude frequency distribution follows the
Gutenberg-Richter distribution. (c) Rupture areas and distance distribution for all the aftershocks occurring within
5 km from the main fault. The data set is compiled from five large earthquakes of California described in (b). (d) A
comparison of histograms of aftershock distances from the fault plane for two different magnitude ranges for
aftershock data shown in (b). The aftershocks follow the Gutenberg-Richter magnitude-frequency distribution at all
distances from the fault with an order of magnitude more aftershocks with Mw > 2 than aftershocks with Mw > 3.
Based on our model results, we suggest that this arises due to the roughness of the fault which produces positive CFF
change zones of a variety of different lengths at all distances in the near-fault region. CFF = Coulomb failure function.

for each rupture zone. Figure 10 shows the amplitude of CFF as a function of rupture area from all of
our simulations. Figures 10a–10c show rupture zones calculated using parallel receiver fault orientations,
while Figures 10d–10f are based on calculations using variable receiver fault orientations. It is evident in
Figures 10a and 10d that the mean CFF amplitude decays with distance and with increasing zone area.
Similarly, it can be clearly observed from Figures 10c and 10f that the rupture zones are mostly smaller in
the near-fault region and have higher CFF amplitudes, while the CFF amplitudes are smaller at interme-
diate distances for both smaller and larger zones (Figures 10b and 10e). Based on the comparison of CFF
amplitudes in the near-fault region (Figures 10c and 10f), we find that the CFF amplitudes calculated using
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variable receiver off-fault orientations are relatively low when compared to CFF amplitudes calculated using
parallel off-fault receiver orientations. Similarly, the CFF amplitudes have a greater spread in Figure 10c as
compared to Figure 10f. This is because the optimum orientations of the receiver fault tend to smooth the
CFF values, which increases the connectivity between positive zones, as plastic deformation tends to remove
extreme stress values from the distribution.

7.3. Real Data Comparison
To compare our modeling results with real observations, we compile a data set by considering aftershocks
from five major earthquakes in California. Figure 11a shows the trace of the rupture of the 1999 Hector Mine
earthquake. The induced CFF change in the surrounding region due to this earthquake, at the focal depth of
7.5 km, is calculated and plotted in Figure 11a. The CFF change is calculated using the slip model of Salichon
et al. (2004). We can observe a prominent stress shadow in the center of the fault with two positive CFF
zones around the fault in the near-fault region. Figure 11b shows the magnitude-frequency distribution
of all the aftershocks from the compiled data set. We note that the magnitudes of the aftershocks follow
the Gutenberg-Richter magnitude-frequency (GR) distribution (Gutenberg & Richter, 1944). To construct
Figure 11b, we only pick those aftershocks that are located in regions within 5 km from the fault rupture to
compare them with our model results. Note that these aftershocks may include secondary triggered after-
shocks (Meier et al., 2014). To determine how the rupture areas of these aftershocks depend on distance,
we calculate the joint PDF values of the rupture areas and distances from the fault for the aftershocks of
five major earthquakes. It is important to note that Figure 11c shows the same information as Figure 9, but
it illustrates the joint PDF for aftershocks rather than the positive CFF zone areas from our models. The
data shown in in Figure 11c presents similar behavior to what is observed from our modeling results. We
observe rupture zones with both smaller rupture areas (< 0.45 km2) and larger rupture areas (≥ 0.45 km2)
present in both the near-fault and intermediate regions. Similar to our modeling results, the smaller rupture
areas are relatively more probable than the larger rupture areas in the near-fault region. In the intermedi-
ate region, we observe a relatively higher probability of smaller rupture areas when compared to the larger
rupture areas. Since our model does not add any constraints on the existence of smaller size events within
the larger CFF zone, the additional events with small rupture areas at all distances in the observations are
likely due to events that do not fill the entire positive CFF zone. Note that the spatial characteristics of after-
shocks (Figure 11c) may also be affected by stress heterogeneities due to previous events and pore-pressure
fluids. We do not model those effects, as they are difficult to quantify in the Earth; however, we suggest that
our model results are broadly consistent with the spatial characteristics of aftershock data. Furthermore,
a comparison of the histograms of aftershock distances (i.e., distance between the fault rupture plane and
aftershock's epicenter) for Mw > 2 and Mw > 3 in Figure 11d shows that the aftershocks follow a GR distri-
bution at all distances (Mw > 2 are an order of magnitude more frequent than magnitude Mw > 3). Based on
our model results, we suggest that this arises possibly due to the roughness of the fault which produces pos-
itive CFF change zones of a variety of different areas at all distances in the near-fault region. Hence, these
positive CFF zones are likely to host some smaller events, resulting in the GR distribution at all distances.

8. Discussion
In this work, we perform dynamic rupture simulations with off-fault plasticity on rough strike-slip faults
to investigate the occurrence of aftershocks in the near-fault region and in the region of stress shadows
(Beroza & Zoback, 1993; Kilb et al., 1997; Segou & Parsons, 2014). We perform rupture simulations on many
realizations of a self-similar rough fault profile with RMS height of 0.01. We calculate the CFF values on the
extensional side using variable and parallel receiver fault orientations. We use plastic strain accumulation
(Andrews, 2005; Ben-Zion & Shi, 2005; Templeton & Rice, 2008) to calculate the variable orientations of
receiver faults. The pattern of static stress change is highly complex (Chester & Chester, 2000; Dieterich
& Smith, 2009) in the near-fault region irrespective of which approach is used to calculate the CFF value.
Similarly, our calculations suggest that the PDF of the CFF distribution follows a pattern where a large
spread of the CFF values occurs in the near-fault region and collapses to a narrow CFF spread at intermediate
and far-fault distances. This behavior is expected since static stress changes decay inversely with the squared
distance from the main fault (Hauksson, 2010; Powers & Jordan, 2010; Smith & Dieterich, 2010).

We extract the spatial correlation characteristics of the positive CFF values from our model results. In par-
ticular, we are interested in the spatial extent of positive CFF zones since these are potential locations of
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future aftershocks. We find many small positive CFF zones to be present within larger negative CFF zones.
These smaller positive CFF zones which are not resolvable using the usual CFF calculations would appear
as stress shadows in observational studies (Freed, 2005; Segou & Parsons, 2014). Our calculations show that,
in the near-fault region, the positive CFF zones are twice as probable in the near-fault region when CFF val-
ues are calculated using variable off-fault orientations in comparison to CFF values calculated using parallel
receiver fault orientations. An increase in the number of positive CFF zones causes an increase in the width
of the near-fault region for the case of variable receiver fault orientations. This suggests that off-fault mate-
rial damage tends to affect the spatial characteristics and decay of aftershocks with distance. Furthermore, if
many more positive zones at close distances are present within a certain region, there is a higher probability
that the rupture on these small zones can propagate through the zone of negative CFF values between them
and grow into a larger rupture. This suggests that the off-fault damage (Biegel & Sammis, 2004; Caine et al.,
1996; Chester & Logan, 1986; Chester et al., 1993, 2004; Faulkner et al., 2011; Myers & Aydin, 2004) is impor-
tant along with the observed stress complexity of the fault system (Erlingsson & Einarsson, 1989; Pedersen
et al., 2003) in order to determine the locations and magnitudes of aftershocks in a particular region.

Most of the aftershocks occur in the immediate vicinity of a large fault (Freed, 2005; King et al., 1994; Liu
et al., 2003; Stein et al., 1994). The material in this region is much weaker than the adjacent country rock
(Cochran et al., 2009; Faulkner et al., 2003; Hauksson, 2011, 2010). The weaker zone is due to the complex
damage in the near-fault region that has been observed by many observational studies (Andrews, 2004,
2005; Faulkner et al., 2010, 2011; Myers & Aydin, 2004; Rice et al., 2005). This highly damaged weak zone
influences the spatial seismicity distribution (Hauksson, 2011, 2010). Some studies (e.g., Liu et al., 2003;
Powers & Jordan, 2010) were carried out to estimate the size of the damage zone surrounding a large fault
using aftershock data. In this study, we examine if the decay of seismicity with distance from the fault is
controlled only by the stress field decay or if the damage zone also influences the decay of seismicity. Our
comparison of amplitudes of CFF as a function of areas and distances (Figure 10) suggests that both the stress
field decay and the damage zone complexity affect the decay of seismicity with distance. The stress field
fluctuations decay with distance, but the damage zone plays a role by aligning fault orientations with the
optimal stress orientations for failure. This is particularly obvious from the outlier values seen in Figures 10d
and 10e, which do not follow the usual trend of the amplitude as a function of distance seen in Figure 10a,
suggesting that the damage zone complexity cannot be neglected when examining seismicity patterns near
active faults.

Many quasi-static modeling studies have examined static stress changes and the consequent aftershock
distribution in the near-fault region as a result of slip on rough faults. Shaw et al. (2015) considered a mul-
tistrand fault system to run their quasi-static model and found that the reduced ground motion amplitudes
of aftershocks that occurred in the near-fault regions are predominantly due to smaller stress drop of these
events. Their model was able to capture many of the characteristics of spatial and temporal clustering of
aftershocks. Smith and Dieterich (2010) also considered a rough fault to perform quasi-static modeling and
showed the occurrence of aftershocks in small positive CFF zones within stress shadows. Powers and Jordan
(2010) used the quasi-static model of Dieterich and Smith (2009) to constrain the width of the near-fault
region for different faults in California. Though the quasi-static models of fault slip on rough faults were able
to explain some of the important characteristics of aftershock distribution, these calculations were solely
based on stresses since these models lack any physical representation of likely orientations of receiver faults
in the damage zone. Our results suggest that using the orientation of maximum plastic shear strain as a proxy
for possible aftershock fault planes allows more positive CFF zones than the simple fault-parallel orienta-
tions in the near-fault region. Our dynamic earthquake rupture simulation study can provide constraints
on the characteristics of damage zone that may be included into the quasi-static models to get improved
estimates of the spatial distribution of aftershocks in a self-consistent manner.

A focal mechanism solution provides the information of slip direction and fault-plane orientation of an
earthquake through its radiation pattern (Hardebeck & Shearer, 2002). This information is then used to
derive the orientation of stresses causing the earthquake (e.g., Beroza & Zoback, 1993; Hardebeck, 2010,
2015; Mallman & Parsons, 2008). In many cases, the focal mechanisms are diverse in the near-fault region
(Bailey et al., 2010; Beroza & Zoback, 1993; Smith & Heaton, 2011) and do not align, suggesting a complete
stress drop in order to produce the variable orientations of aftershocks. This was the case for orientations
observed by Kilb et al. (1997) from earthquakes following the 1989 Loma Prieta earthquake. However, some
studies show good alignment of focal mechanisms of aftershocks with the mainshock (Michele et al., 2016).
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We see that our receiver fault orientations are predominantly within the “acceptable” range of the Kilb
et al. (1997) study, suggesting that the dynamic rupture studies can be used to infer the likely orienta-
tions of receiver faults in the damage zone. Furthermore, our simulations show heterogeneous orientations
of receiver faults very close to the main fault which may suggest that the diverse aftershock mechanisms
observed near the fault for the case of 1989 Loma Prieta earthquake were caused by coseismic off-fault
deformation (expressed as microcracking and secondary faulting).

All of our simulations are performed in 2-D. A real earthquake does not occur in 2-D but rather occurs in
3-D on a 2-D fault. In 3-D ruptures, the process of rupture propagation may change if the rupture in the third
direction is not coherent (Dunham et al., 2011a; Shi & Day, 2013). This may also cause some differences in the
pattern of stress change in the off-fault region. Furthermore, we use the plastic strain accumulation during
rupture propagation to calculate receiver fault orientations. This approach only accounts for the faults that
are created during the dynamic rupture events. This may not always be the case as the receiver faults may also
be preexisting and have an orientation that is unrelated to the present tectonic behavior (Duan & Oglesby,
2005; Hainzl et al., 2010; Lapusta et al., 2000; Lin & Stein, 2004; Nielsen & Knopoff, 1998; Oglesby & Mai,
2012; Rice, 1993; Toda et al., 2005, 2008; Tse & Rice, 1986). However, if such knowledge is available from,
for instance, geological mapping studies, it can easily be included in the present methodology.

We calculate the CFF values in the off-fault medium as a result of rupture on fractal faults. The real faults
may show nonfractal large-scale geometrical complexities like macroscale fault bends and step-overs. These
large-scale geometrical complexities play major role in controlling the rupture propagation characteristics
(Ando & Kaneko, 2018; Kyriakopoulos et al., 2019; Ulrich et al., 2019). The regions of large-scale geometrical
complexities are observed as regions of pronounced off-fault deformation during an earthquake rupture
(Milliner et al., 2015). Our rupture simulations suggest that the stresses concentrate around the fault bends
during rupture propagation causing plastic deformation to be highly pronounced (as seen at locations A,
B, and C in Figure 4) in regions of high geometrical heterogeneity. These regions of pronounced plastic
deformation has a higher probability of occurrence of aftershocks since the structures are more likely to be
optimally oriented in this region.

Slip inversion studies of some large earthquakes (e.g., the 1999 Izmit earthquake of magnitude 7.5, the
2010 El-Mayor Cucapah earthquake of 7.2, and the 1992 Landers earthquake of 7.3) have shown that the
coseismic slip decreases from depth toward the surface of Earth (Fialko, 2004; Gonzalez-Ortega et al., 2014;
Simons et al., 2002). This deficit of coseismic slip at shallower depths is usually termed as shallow slip deficit
(SSD). Some studies have suggested the inelastic deformation during coseismic deformation as a potential
explanation of the SSD. Kaneko and Fialko (2011) performed a 2-D dynamic earthquake rupture simula-
tion of a depth dependent model to investigate the presence of SSD. They performed their simulations with
homogeneous structural properties of subsurface layers. Roten et al. (2017) also performed dynamic rupture
simulation in 3-D to investigate the presence of the SSD, but they used the Southern California Earthquake
Center community velocity model with a low-velocity layer to represent the subsurface structural properties.
Both studies showed that the SSD observed during the slip of large earthquakes can be explained by shal-
low inelastic deformation. The degree to which plastic deformation occurs near the surface is proportional
to the amount of the slip deficit. The plastic deformation at shallow depths broadens, making a flower-like
structure that distributes the deformation over a broad region near the surface. This flower structure has
also been observed in other dynamic rupture studies (Ma & Andrews, 2010). Our study suggests that broad-
ening of plastic deformation increases the extent of the near-fault region, which means that the width of
aftershock zone is greater for shallower events than deeper events. However, the rupture areas of shallower
aftershocks (depth ≤ 5 km, comprising ∼ 28% of the aftershocks data) do not show any obvious difference to
rupture areas of deeper aftershocks (depth > 5 km, comprising ∼ 72% of the aftershocks data), when com-
pared as a function of distance (Figure S3). A possible explanation could be that the damage zone gets wider
at shallower depths, but due to weak stress changes due to lower slip at those depths, the effects essentially
cancel out. However, a further investigation is required to make some quantitative predictions to evaluate
which effects might be strongest, which is a topic for further research.

Our model suggests a higher probability of smaller rupture zones in the near-fault region as compared to
larger rupture zones. This behavior is similar to the aftershock data which suggests a higher probability
of smaller rupture zones in the near-fault region as compared to the larger rupture areas. One effect that
we do not include is the secondary triggering caused by aftershocks (Hanks, 1992; Helmstetter et al., 2005;

ASLAM AND DAUB 7006



Journal of Geophysical Research: Solid Earth 10.1029/2019JB017392

Kagan, 1994; Marsan, 2005; Meier et al., 2014) after one major earthquake causing the static stresses to
redistribute. Our model does not capture this effect, though the secondary triggering methodology could be
combined with our approach. The static stress changes can also cause pore-pressure variations if the medium
is saturated with fluids. This process can affect the aftershock distribution of a region in space (Chen et al.,
2012; El Hariri et al., 2010; Gupta, 2002; Nur & Booker, 1972) and time (Chen et al., 2012; El Hariri et al.,
2010; Freed, 2005). The aseismic slip of a fault also has the tendency to change the static stresses induced due
to the coseismic slip on the fault (Vidale & Shearer, 2006; Vidale et al., 2006). Constraining the role of each
of these mechanisms described above is difficult (Hainzl, 2004; Lohman & McGuire, 2007; Vidale & Shearer,
2006; Waite & Smith, 2002), and it is not clear if these mechanisms may work together in a certain region
to change static stresses or a single mechanism may dominate over the other mechanisms. Furthermore,
other factors like topography of a region, heat flow and crustal thickness, Vp∕Vs ratio of a region (Hauksson,
2011), and material contrasts (Rubin & Ampuero, 2007; Rubin & Gillard, 2000) across a major fault have
also been observed to change the static stresses of those regions causing variations in the distribution of
aftershocks. We do not model any of these phenomena in our calculations, while the observational data may
include effects from these mechanisms. Overall, our findings from this modeling study are consistent with
the general behavior observed in the spatial seismicity patterns. This may suggest that the supplementary
mechanisms (mentioned above) are more important to include in the models when more emphasis is given
to the temporal behavior of aftershocks, rather than their spatial location.

Based on our modeling results, we suggest that the damage zone is an important factor for estimating the
future hazard and risk estimates of a particular region. This is because the damage zone controls the decay
of aftershocks with distance together with the stress field decay with distance. A modification to the classical
CFF which considers the damage state of the near-fault region may provide a better fit to spatial aftershock
distribution observed for large earthquakes as compared to classical static stress calculations. Our results
suggest that knowledge of the damage zone and the likely orientations of receiver faults from physical mod-
els can provide improved constraints on the spatial distributions and magnitude of aftershock occurrence.
Such methods may help improve forecasting of off-fault seismicity and improve estimates of seismic hazard
in a variety of tectonic contexts.
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