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Abstract We perform physics-based simulations of earthquake rupture propagation on geometrically
complex strike-slip faults to examine the off-fault stress changes resulting from dynamic fault slip. We
consider many different realizations of the fault profile and use the output of our simulations to calculate
the Coulomb failure function (CFF) for each realization. We analyze the effects of fault maturity as well as
the self-affine character of the fault surface on the stress field. To quantify our results, we calculate the
probability density function for the CFF as a function of distance and observe that the CFF values show
a greater variability in the near-fault region (distance <3 km away from fault), and this spread squeezes
into a narrow negative range in the far-field region. In the near-fault region, we see many zones of positive
CFF change, which are not observed in the far-fault region. We consider these zones of CFF increase as
locations of potential aftershocks and compare their size with rupture areas of aftershocks from relocated
earthquake catalogs of Northern and Southern California. Our model results and observational data show a
relatively high probability of occurrence of smaller potential aftershock areas compared to larger ones in the
near-fault region. Additionally, based on our comparison with aftershock and preshock data, we conclude
that the stresses in the near-fault region are dominated by fault roughness effects. Our results suggest that
tectonic stresses are highly spatially heterogeneous, and this complexity persists throughout seismic cycle.

1. Introduction

The triggering mechanism of aftershocks is an aspect of earthquake occurrence, which is not fully understood.
Many authors have proposed different effects such as static stress changes (King et al., 1994), passing seismic
wave-induced dynamic stresses (Gomberg et al., 2003; Hill et al., 1993), afterslip (Perfettini & Avouac, 2004),
fluid flow (Nur & Booker, 1972), static stress triggering of rate-and-state nucleation sites (Dieterich, 1994), and
the evolution of viscoelastic damage rheology (Ben-Zion & Lyakhovsky, 2006). All of these effects are believed
to play a role in aftershock triggering, but the exact contribution of each mechanism is not known. Another
factor complicating the identification of causative effect of aftershock triggering is the delay in time of the
aftershock events relative to the main shock. Because of these observational challenges, it is not always pos-
sible to identify the specific physics at work. While static stress changes explain many features of aftershocks,
one shortcoming of this model is that it cannot explain aftershock occurrence in stress shadows. As an exam-
ple, the Mw = 6.9 1989 Loma Prieta Earthquake has many aftershocks occurring in regions of stress increase
but there are additional aftershocks which occurred in the regions of stress shadows (Segou & Parsons, 2014).
Furthermore, focal mechanisms following the Loma Prieta event are diverse and are not aligned with the
directions expected for static stress triggering (Beroza & Zoback, 1993; Kilb et al., 1997).

In order to better understand aftershock triggering by static stresses, we perform earthquake rupture simula-
tions on rough faults and use physical models of slip and stress to estimate the expected aftershock locations
following a large earthquake. Dynamic rupture simulations calculate fault slip by combining elastic wave
propagation with fault constitutive laws to generate a spontaneous physics-based model of faulting. This
modeling resolves the finer scale details of slip based on elasticity and friction and hence has the ability to
predict the spatial distribution of slip and stress changes, features that are not resolved by stress changes esti-
mated using observational data (Freed, 2005). Dynamic rupture simulations have been widely used to infer
information related to physical processes occurring during rupture propagation (Aochi et al., 2000; Bizzarri &
Cocco, 2005; Dalguer et al., 2003; Daub & Carlson, 2008; Daub et al., 2010; Dunham & Archuleta, 2005; Harris,
2004; Harris & Day, 1997; Shi & Ben-Zion, 2006; Shi & Day, 2013; Tinti et al., 2005).
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Real faults exhibit complex geometries and these geometrical complexities introduce heterogeneities in the
stress distribution when the fault slips (Brown & Scholz, 1985; Candela et al., 2012; Power et al., 1987; Power
& Tullis, 1995; Renard et al., 2006). Studies have shown that during fault slip, nonplanar fault geometry can
introduce normal and shear stress perturbations that are in many cases comparable to the prevailing stresses
(Chester & Chester, 2000; Dieterich & Smith, 2009). Many simulation studies (dynamic rupture propagation as
well as earthquake ground motions) have been performed considering faults as rough surfaces to examine
how rupture propagates on rough faults in comparison to flat faults and how the surface ground motions at
high or low frequency vary as a result of earthquake nucleation and propagation on complex faults. Dieterich
and Smith (2009) studied the interactions among slip and off-fault stressing during slip on rough faults by
assuming quasi-static slip on the fault with a constant frictional coefficient. They observed that linear scal-
ing of fault slip with fault length is no longer observed for faults showing realistic roughness values observed
for natural faults. A study by Dunham et al. (2011a) showed that dynamic ruptures on rough faults pro-
duce accelerograms exhibiting similar characteristics at high frequencies to those observed in strong motion
records from real earthquakes. Fang and Dunham (2013) studied the effect of fault roughness to observe the
influence of supplementary tractions introduced on the fault due to its roughness. They related differences
in the observed background stress level required to generate moderate to large earthquakes for mature and
immature faults to an effective additional shear resistance termed roughness drag due solely to fault rough-
ness. Bruhat et al. (2016) also explored the behavior of rupture propagation on rough faults and observed
that supershear rupture transitions are more likely to be seen on rougher faults as compared to flat faults.
Based on investigation of some special cases, they related those that favored transition to rupture propaga-
tion into a segment that is unfavorably oriented, or to rupture deceleration due to an unfavorable bend. They
further observed that sustained propagation of these supershear ruptures occur mostly on fault sections that
are smoother than average. Shi and Day (2013) performed dynamic rupture and ground motion simulations
in three dimensions (3-D) on rough faults and observed that local stress perturbations due to nonplanarity
cause incoherence in the rupture process and found that the ground-motion intensities estimated from their
simulations are statistically similar to those of ground motion prediction equations.

In this study, we build upon these previous studies and carry out a suite of two-dimensional (2-D) simulations
of earthquakes on strike slip faults exhibiting complex geometry to fully quantify the stress change resulting
from dynamic slip on the fault. Since real faults are represented by self affine fractals (Candela et al., 2012), we
consider a range of fault roughness parameters representing major faults and run simulations with numerous
realizations of each set of fault roughness parameter values. We calculate the Coulomb failure function (CFF)
for each of these realizations and quantify the CFF by computing its probability density function (PDF). We
compare our model predictions with observations of aftershock distributions in space using relocated earth-
quake catalogs of Northern and Southern California (Shearer et al., 2005; Waldhauser & Schaff, 2008). Since
the main emphasis of this work is to observe how the heterogeneous stress distribution associated with the
fault roughness can be related to the aftershock distribution, we analyze the seismicity both before and after
major earthquakes. Doing this helps us distinguish the effects of heterogeneous stress distribution caused
by fault roughness on stresses present in the off-fault region during the preseismic phase and new stresses
imposed in the same region during the postseismic phase.

2. Model Setup
2.1. Fault Roughness
A fault appears as linear feature on the surface of earth with wavy irregularities (Brown & Scholz, 1985; Candela
et al., 2012). These irregularities are observed at all scales that have been measured (Brown & Scholz, 1985;
Power et al., 1987; Power & Tullis, 1995; Renard et al., 2006). A newly fractured rock shows a fractal profile, and
then subsequent slip decreases the amplitude of the roughness while still maintaining its fractal characteris-
tics (Sagy et al., 2007). Figure 1a shows the roughness of a fault profile in the direction parallel to the slip of the
fault. Self-similar and self-affine fractal fault profiles are commonly used to describe observed fault roughness.
The detailed description of these types of fault profiles can be found in Appendix A.

In this study, we use two parameters to describe fault roughness. The first parameter is the Hurst exponent
and the second parameter is the root-mean-square (RMS) height to wavelength ratio. A detailed description
of these parameters can be found in Appendix A. We simulate earthquake rupture propagation on self-affine
faults with 100 different realizations of the fault profile for each choice of H and RMS height. For each realiza-
tion of fault roughness, the parameters are taken from observational values of real faults, that is, H ranging
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Figure 1. Modeling setup of our simulations of slip on a rough strike-slip fault. (a) Fault roughness profile is shown with
root-mean-square height to wavelength ratio of 0.01 and Hurst exponent of 1.0. The minimum wavelength of the profile
is 500 m. The fault profile is vertically exaggerated. (b) Domain setup of the fault trace shown in (a), shown to scale. The
fault profile is shown in red color. The grid is constructed using transfinite interpolation. We perform 100 simulations of
each combination of roughness parameter, but in each case, the domain dimensions remain the same, 80 km long and
40 km wide. In each simulation, the fault profile is different, which in turn changes the grid to be used for solving the
rupture propagation problem using finite differences.

from 0.6 to 1 and RMS height to wavelength ratio of 10−2 and 10−3. A Fourier method is used to generate the
fault surface with the desired spectrum and random phase (Andrews & Barall, 2011) with zero mean. Due to the
finite numerical resolution of our simulations, we cut off the fractal at a minimum wavelength corresponding
to 20 times the grid spacing to ensure that our modeling is well resolved.

2.2. Dynamic Rupture Model
We consider a 2-D plane strain model for simulation of dynamic rupture propagation as seen in Figure 1 (b).
The domain is 80 km long and 40 km wide. The fault surface is given by the curve f (x) which deviates from
y = 0 based on the values of Hurst exponent and RMS height to wavelength ratio. For each combination of
fault roughness parameters, we run simulations of rupture propagation for 100 different realizations of the
fault surface. We run all our simulations with a grid spacing Δ x = 25 m. We have also run a few additional
simulations with a smaller grid spacing (Δ x = 10 and 5 m) to confirm that our simulations are well resolved
at Δ x = 25 m. The selected Δ x gives a resolvable (minimum) fault roughness wavelength 𝜆min = 20 Δ = 500
m = 0.5 km for all of our simulations. We use rupture dynamics code fdfault, which solves the elastodynamic
wave equation using finite differences and has been verified against multiple benchmark problems of the
SCEC/USGS rupture code verification group (Harris et al., 2009; Harris et al., 2018). We run our simulations
to 4th order accuracy in both space and time. Fault and external boundary conditions are imposed weakly
(Kozdon et al., 2012), resulting in a method that is globally fourth order accurate (Kozdon et al., 2013). The
code handles the irregular geometry of the fault surface through algebraic coordinate transformations on a
structured grid (Liseikin, 2009).
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Figure 2. Normal and shear tractions resolved on the fault plane. The fault roughness causes the tractions to be highly
heterogeneous along the fault even if the regional stresses are uniform across the whole domain.

We assume a uniform initial background stress field (negative in compression) in all of our simulations.
Because of the varied fault profile, the uniform stress tensor leads to heterogeneous initial shear and normal
tractions along the fault. Figure 2 shows the normalized values of shear and normal traction resolved on each
point on the fault plane from the uniform regional stress tensor. As can be seen in Figure 2, the traction val-
ues are highly heterogeneous, with values as low as half of the maximum value of traction. Depending on
the realization of the fault surface, some ruptures may arrest at a geometrically unfavorable bend and die out
early, so to avoid this, we choose initial background stress field values (given in Table 1) that ensure at least
90% of ruptures propagate 50 km from the nucleation point before dying out.

Table 1
List of Parameter Values Used in This Study

Parameter name Symbol used Value

Model domain parameters

Domain length Xtot 80 km

Domain width Ytot 40 km

Material properties parameters

Shear wave speed 𝛼 6,000 m/s

Compressional wave speed 𝛽 3,464 m/s

Lame’s parameters 𝜆 and G 32.04 GPa

Friction law parameters

Static frictional coefficient 𝜇s 0.7

Dynamic frictional coefficient 𝜇d 0.2

Critical slip distance Dc 0.4 m

Initial condition parameters

Stress 𝜎xx −100 MPa

Stress 𝜎xy 45 MPa

Stress 𝜎yy −110 MPa

Fault roughness parameters

Hurst exponent H 0.6–1.0

RMS height to wavelength ratio 𝛾 0.01, 0.001

Note. RMS = root-mean-square.
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Figure 3. Friction on the fault is governed by the linear slip weakening law.
No slip occurs until the ratio of shear to normal stress reaches the static
friction 𝜇s. Once slip initiates, the friction decreases linearly with slip to the
dynamic coefficient 𝜇d over a critical slip distance Dc .

We model the friction on the fault using the linear slip weakening (SW)
friction law (Andrews, 1976, 1985; Day, 1982; Ida, 1972). This friction law
has been widely adopted in dynamic rupture simulations (Harris et al.,
2009) and is conceptually simpler in implementation (Bizzarri, 2010) when
compared to other friction laws such as rate and state friction (Dieterich,
1979; Ruina, 1983) or the Shear Transformation Zone friction law (Daub &
Carlson, 2010). For the SW law, the friction on the fault 𝜇 is a function of
the slip U on the fault. The initial friction on the fault 𝜇s drops to a dynamic
friction value 𝜇d over a critical slip distance Dc as a function of slip:

𝜇(U) =
(𝜇s − 𝜇d)(1 − D

Dc
) + 𝜇d forU < Dc

𝜇d forU ≥ Dc.
(1)

Figure 3 illustrates the slip-dependent friction coefficient, where the fric-
tion linearly drops from static friction to dynamic friction over a critical
distance given by Dc. We choose Dc = 0.4 m, 𝜇s = 0.7 and 𝜇d = 0.2 in all of
our simulations. The low dynamic friction is chosen based on lab exper-
iments that show strong dynamic weakening at co-seismic slip speeds
(Beeler et al., 2008; Di Toro et al., 2004; Di Toro et al., 2011; Goldsby & Tullis,
2011, 2002; Hirose & Bystricky, 2007; Hirose & Shimamoto, 2005; Tsutsumi &
Shimamoto, 1997). A complete list of parameter values used in this study
is given in Table 1.

It is important to note that the friction on the fault is also spatially variable due to the heterogeneous distribu-
tion of slip, and each point on the fault fails individually based on the stress changes from wave propagation
and fault slip. In some of our simulations, we also encounter tensile normal traction at some points on the
fault during fault slip. We do not allow fault opening in these simulations, and set the fault to have zero shear
strength when tensile normal tractions occur.

In all of our simulations, we start rupture near the center of the fault. We also vary our rupture nucleation
strategy for a single realization of each fault profile to ensure that our results do not depend on the nucleation
method. After examining the results from each nucleation method, we default to the simplest strategy of a
statically overstressed nucleation patch for our full set of simulations. The details of the rupture nucleation
strategies that we consider can be found in Appendix B.

2.3. CFF and Synthetic Aftershock Calculations
Our dynamic rupture simulations calculate the change in stresses throughout the history of the dynamic rup-
ture, and thus, we directly obtain the full stress tensor after the earthquake from our simulation output. Using
the stress tensor we calculate the CFF using the method given in Appendex C. For all of our CFF calculations,
we choose the orientations of receiver faults to be parallel to the overall trace of the main fault. As we are inter-
ested in calculating the static stress changes from our simulation results, we do not want the final stresses to
include the effects of dynamic wave propagation. To ensure this, we choose a smaller portion of the domain
(40 km along the fault and 30 km across the fault) and extract the stress tensor in all of our calculations after
the dynamic waves have had sufficient time to propagate away from the central portion of the domain. Since
our selected shear wave velocity is 3.464 km/s, we allow 18.4 s to give the waves sufficient time to propagate
across the entire domain, and away from the central region. To ensure that the point statistics of CFF in the
portion of the domain used for analysis are not affected by boundary effects, we run a few additional simula-
tions with a larger domain size. We find that the results presented here are independent of the computational
domain size.

In addition to point statistics of the CFF, we also analyze its spatial correlations. In particular, we are interested
in the spatial dimension of these correlations. Using the CFF calculations for all 100 realizations of fault profile,
we count the zones of positive CFF surrounding the main fault and quantify their size and distance from the
fault. Based on the minimum roughness wavelength of the fault profiles, we only consider those positive CFF
zones that are at least 500 m long. Our goal is to determine if potential aftershock zones follow any particular
spatial trend as a function of distance from the fault. We also compare the spatial correlations in our model-
ing results with real aftershock observations to make quantitative comparisons. This comparison can further
help us examine if there is any relationship between aftershock size, location, and fault roughness. To describe
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the process of calculating positive CFF zone area in detail, we first select a region of positive CFF at a random
distance away from the main fault and calculate its length following the strike of the main fault. This length
is then converted into rupture area by supposing that the positive CFF zone hosts a circular patch rupture
at that distance. The idea that small to moderate magnitude earthquake ruptures have a circular dimen-
sion is supported by previous work showing the stress drop is independent of source dimensions (Aki, 1972;
Allmann & Shearer, 2009; Hanks, 1977; Scholz, 1982; Thatcher & Hanks, 1973). The rupture area then indicates
the maximum area that can be ruptured by a hypothetical aftershock at that particular location. We calculate
this maximum possible rupture area for each positive CFF zone at each distance for all realizations of fault
surface so that we have a statistical ensemble for many different ruptures.

3. Results

Figure 4 shows the change in (a) normal and (b) shear stress in a rectangular area extending from 20 to 60 km
along the fault and from −15 to 15 km across the fault. As seen in the plot, the stresses are spatially hetero-
geneous but the negative stresses can be seen to dominate the modeling domain, particularly for locations
not in the immediate vicinity of the fault surface. We refer to the area near the fault where stresses are highly
heterogeneous as the near-fault region, while we term the more distant region where stresses are more uni-
form the far-fault region. However, we note that though both of these regions are very close to the fault when
viewed on a tectonic scale. The extent of these regions is shown in Figure 5. We focus our discussion on the
near-fault region, as it is the region where the fault roughness effects are dominant. The magnitude of the
stress fluctuations decrease as the distance from the fault increases and we note that more uniformity in the
stress change is observed at greater distances.

In Figure 4, we find that zones near the hypocenter exhibit larger stress changes than the changes that are
observed for sections into which the rupture has propagated. This behavior is observed in all of our simula-
tions. The presence of these zones is related to the nucleation procedure used to start the dynamic rupture.
In the case of Figure 4, the rupture was initiated at a point 39 km along fault distance with a width of 3 km as
is noted in Figure 4.

After extracting shear and normal stresses for all of our simulations, we calculate the CFF on receiver faults
near the main fault with orientations parallel to the trace of the main fault. Using stresses from Figure 4, the
calculated CFF change is shown in Figure 5a for the same fault realization. The CFF is highly heterogeneous
with positive and negative CFF changes visible around the fault. The negative CFF change values dominate the
far-fault region, while mixed positive and negative CFF values dominate the near-fault region. It is important
to observe that there are many lobes of positive CFF change in the near-fault region due to roughness of the
fault profile. Three of these lobes are labeled on Figure 5 with A, B, and C. These positive CFF lobes are potential
sources of aftershocks, particularly since the areas where they appear would be seen as stress shadows in
typical static stress change calculations due to insufficient resolution of the fault slip. At far-fault distances,
negative CFF zones dominate, since the fault roughness effects are not present in the far-fault regions.

Since we calculate the CFF for each individual fault realization, we estimate the width of the near-fault region
on each side of the fault in each realization. We do this by calculating the maximum distance away from the
fault with more than five positive CFF zones. We do not see any significant variation of the near-fault region
width with the value of H. This is evident from Figure 5 where the width of the near-fault region for H = 1 and
H = 0.6 is shown for RMS ratio of 0.01. We find that the width of the near-fault region changes with the RMS
ratio of the fault roughness. Decreasing the RMS ratio from 0.01 to 0.001, we see a decrease in the width of
the near-fault region. Using the simulation results, we can calculate the average width of the near-fault region
over all of our realizations. The average width of the near-fault region on either side of the fault is ∼ 2.7 km
for fault profiles having RMS height of 0.01 and ∼ 0.9 km for faults having RMS height of 0.001. For distances
greater than this width, we observe fewer than five zones with positive CFF. In the far-field, the CFF function
is always negative; thus there is an intermediate region with between one and five zones of positive CFF. This
region starts where the near-fault region ends and reaches to a maximum distance of ∼ 5.5 km away from
fault for the case of RMS of 0.01. Points beyond the intermediate region are part of the far-fault region.

We examine the statistical properties of the change in static stresses by combining the results for all 100 real-
izations for each value of H and the RMS height. For computing the CFF function, we only consider those
ruptures that have propagated at least 50 km. We see that under our given set of initial conditions (Table 1),
all the ruptures with a fault profile having RMS height of 0.001 reach this distance and for fault profiles with
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Figure 4. Change in stresses at the central part of the domain (taken from 20 to 60 km along fault and −15 to 15 km
across fault distance) for a self-affine fault with a Hurst exponent of 0.6 and have normalized root-mean-square
deviation from planarity of 0.01. The final shear stress is taken once the simulation reaches a time long enough that
there are no dynamic stresses related to the wave propagation and stress change is solely due to static stress changes.
This complicated shear stress change will also give a complex Coulomb stress change. (a) Change in normal stresses. The
location of the nucleation zone is marked at a distance of 44 km along the fault strike. (b) Change in shear stress for the
same realization of the fault profile.

RMS height of 0.01, 93% of the ruptures reaches this distance. Figure 6 shows the PDF of CFF as a function of
distance from the fault for different RMS ratios and Hurst exponents. The CFF values are highly variable in the
near-fault region and include both positive and negative values. As the distance from the fault increases, the
range of CFF values squeeze into a narrow range, and for distances further from the fault, we see CFF values
cluster tightly around the mean CFF value. We refer to the approximate distance where we see this transition
from a large spread of CFF values to a narrow range as the threshold distance. This distance roughly marks the
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Figure 5. Change in Coulomb failure function (CFF) in the central part of domain. (a) The CFF is calculated from the
shear and normal stress change (Figure 4) around the fault due to dynamic earthquake slip on the fault. The Hurst
exponent of the fault surface is 1.0, and the normalized root-mean-square deviation from planarity is 0.01. The
calculations assume an elastic off-fault material with a friction coefficient of 𝜇 = 0.4 and a fault orientation parallel to the
overall trace of the main fault. Fault roughness introduces heterogeneous stresses within the main shock rupture area
that could promote aftershock production. Positive values indicate increased likelihood of failure, while decreased
values are expected to be regions with reduced seismicity. The near-fault and far-fault zones are roughly marked based
on the extent of CFF heterogeneity observed in the figure. (b) The CFF is calculated similar to (a) but for a fault surface
having a Hurst exponent equal to 0.6 and a normalized rot-mean-square deviation from planarity of 0.01.

boundary between the near-fault and intermediate region described above. As is evident from Figure 6, the
location of the threshold distance is controlled by the RMS height of the fault profile and it does not depend
strongly on H. Figure 6c shows the results for a smoother fault with an RMS roughness of 0.001, which exhibit
an extra band of CFF values that differs from the main band of CFF values. This additional band is due to
the hypocentral CFF zones for faults having RMS of 0.001 and reaches distances as large as 5 km away from
the fault. The hypocentral zones does not affect the CFF statistics of the positive CFF zones. This is evident in
Figure 6, where no extra bands of CFF values are observed towards the positive side of CFF values.

We also analyze the behavior of the mean CFF with distance under different receiver fault orientations. We
change the receiver fault orientation successively from 0∘ to 20∘ from the main fault and observe the pattern
of CFF change with distance for each receiver fault orientation. The behavior of the CFF function with dis-
tance does not vary significantly when receiver fault orientation angle is changed, although there is an overall
change in the average CFF value at each particular distance.
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Figure 6. The probability density function values of the Coulomb failure function (CFF) relative to the initial stress tensor
versus distance away from the fault self-affine fault with a Hurst exponent of 0.6 and a normalized root-mean-square
(RMS) deviation from planarity of 0.01. A wider spread of CFF values can be seen near the fault, and this spread
squeezes into a narrow band as the distance from the fault increases. This behavior occurs because in the near-fault
region, the heterogeneous stress changes due to fault roughness are dominant causing stresses to be highly
heterogeneous, while the far-field values collapse to the average stress drop for an earthquake in our suite of simulated
events. (a) Probability density function of CFF change for H = 1.0 and RMS of 0.01, (b) same as (a) but for H = 0.6 and
RMS of 0.01, and (c) same as (a) but for H = 0.6 and RMS of 0.001. We see an extra band of CFF values that differs from
the main band of CFF values. This additional band is due to the hypocentral CFF zones for smoother faults, as the
hypocentral zones reach distances as large as 5 km away from the fault. RMS = root-mean-square.

Figure 6 shows one point statistics of our simulation results; however, aftershock zones require rupture of
a patch of a particular size. Therefore, to relate our results to aftershock occurrence, we must examine the
spatial correlations in the resulting CFF distributions. To examine this question, we calculate the locations as
well as lengths of probable aftershocks zones using the CFF results. In all of our rough fault scenarios, the
probability of occurrence of negative CFF values is greater than the probability of occurrence of positive CFF
values. This suggests that we have more zones of seismic inactivity compared to zones of probable aftershock
occurrence in the near-fault and intermediate regions. To verify this for the near-fault region, we count total
number of positive and negative CFF zones having lengths greater than 500 m at 1.5 km away from the fault
in each rupture simulation. Figure 7 shows the number of positive and negative CFF zones in each realization
of the fault profile for all 100 fault profiles having H = 1 and RMS ratio 0.01 at a distance 1.5 km away from
the fault. We can see that the number of negative CFF zones is greater than the number of positive zones in
the near-fault region. Though we observe fewer positive CFF zones when compared to negative CFF zones
in the near-fault region, their count (average ∼ 15) is still much higher than the number of zones we would
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Figure 7. The figure shows the histogram constructed of the total number of zones with positive or negative changes in
the Coulomb failure function (CFF) in each simulation using data from all the simulations for a rough fault with Hurst
exponent equal to 1.0 and a normalized root-mean-square deviation from planarity of 0.01. The data are taken for CFF
zones calculated at a distance of 1 km away from the fault in the near-fault region. The positive CFF change zones occur
less frequently than the negative CFF change zones, but the number of positive CFF change zones calculated are many
times higher than the number that would be calculated using typical static stress calculations. These positive CFF
change zones are the zones that static triggering models suggest could host aftershocks of the simulated ruptures.

expect based on typical static stress calculations. These positive CFF zones can potentially trigger earthquakes
whose size is small enough to fit in these zones and hence explain aftershocks that appear in stress shadows
in static stress calculations based on observational data.

Based on positive CFF zone lengths, we next estimate the maximum magnitude earthquake that each of
these zones can host. To do this, we consider the resulting earthquake if each zone were to host a rupture of
circular shape and we estimate the rupture area by calculating the length of the rupture at a specific distance
away from the fault. Figure 8 shows the possible rupture areas of 5,000 arbitrarily selected positive CFF zones
at two different distances away from a fault having H = 1 and RMS ratio of 0.01. The distance away from the
fault is chosen so that we can observe the behavior of probable rupture areas both in near-fault region and

Figure 8. Figure shows the modeled maximum rupture areas of positive stress change zone at a particular distance from
fault in the near-fault zone. (a) Zone area calculated for positive CFF zones at 4.5 km away from the main fault. (b) Same
as (a) but for positive CFF zones at 1 km away from fault. There are more positive CFF zones, that is, the zones prone to
aftershocks close to the fault (∼1 km), and these zones have smaller areas. Away from the fault (∼4.5 km) there are
comparatively fewer aftershock prone zones, but these zones tend to be larger than the zones found 1 km from the fault.
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Figure 9. The plot shows the spatial distribution of positive stress change
zones as a function of distance from the fault. The color scale represents the
joint probability density function (PDF) values of both parameters (white
color means PDF = 0). Our distance scale in this figure represents the
near-fault region and the intermediate region. We find high joint PDF values
of smaller probable rupture areas in the near-fault region due to the
occurrence of many small positive CFF change zones. There are also some
larger probable rupture zones present in this region, though they occur less
frequently than the smaller ones. In the intermediate region, both larger and
smaller rupture zones have a similar probability of occurrence. For natural
earthquakes, an aftershock is not required to fill the entire zone, so we
expect that we may still find small earthquakes further from fault.

intermediate region. We see that small rupture areas dominate at
near-fault distances ( ∼ 1 km) as shown in Figure 8a, while comparatively
larger rupture areas are seen at larger distances (∼ 4.5 km) in the interme-
diate region as can be seen in Figure 8b. This is because the fault roughness
(particularly shorter wavelengths) dominate at regions close to the fault,
resulting in many small positive CFF zones. On the other hand, we see
larger zones at greater distances since the shorter wavelength effects are
restricted to the near-fault region.

To understand the behavior of rupture area as a function of distance, we
plot the joint PDF of all probable rupture zones as a function of distance
away from the fault for fault profiles with H = 1 and RMS of 0.01 as seen
in Figure 9. Based on our results, we observe rupture zones with small
rupture areas (⩽ 3.5km2) as well as large rupture areas (>3.5 km2) in the
near-fault region (<3-km distance away from the fault). In this region, the
modeling results suggest that smaller rupture areas have a greater prob-
ability of occurrence than larger rupture areas. At larger distances within
the intermediate region (>4 km), we see more large rupture areas than
small rupture areas. For smaller distances within the intermediate region
(<4 km), we see a behavior similar to the near-fault region in that both
small and large rupture areas are present. In this region, smaller rupture
areas are roughly equally probable compared to larger rupture areas, a
behavior that differs from the near-fault region. However we note that the
aftershock zones with a larger area can host any size of rupture smaller
than the area of that zone. This is because our model made the initial
assumption of a homogeneous regional stress field, but preexisting stress

heterogeneity is likely to be present in the area, which could cause many of these larger CFF zones to host a
number of smaller events. This implies that we also expect smaller rupture areas to occur in the intermediate
region. We observe from Figure 9 that in the near-fault region for distances <50 m, there is no positive CFF
zone with rupture area larger than 5 km2, suggesting that the probability of occurrence of a larger magnitude
aftershock is unlikely at distances extremely close to the main fault. This behavior may also be altered if we
relax our assumption of a homogeneous initial stress field. Overall, from Figure 9, we observe that the rupture
areas in the near-fault region are mostly below 10 km2 with very few reaching above it. In the intermediate
region, we see ruptures with comparatively larger rupture areas and some of these rupture areas reach 19 km2

in this region.

4. Data Comparison

Our model results describe how the rupture propagation on rough faults perturbs the prevailing stress pat-
tern and defines a spatial CFF pattern in the near-fault region after a major earthquake. We now analyze the
observational data of real aftershocks to compare the spatial CFF patterns in our results to those expected
for real aftershocks. We take the locations of probable aftershock zones and probable rupture areas from our
model results and compare them with the observational aftershock rupture areas and locations. We select
five large events from California: the 1984 Morgan Hill Earthquake, the 1989 Loma Prieta Earthquake, the 1992
Landers earthquake, the 1994 Northridge Earthquake, and the 1999 Hector Mine Earthquake. More details
about these earthquakes can be found in Table 2. We use relocated earthquake catalogs from Northern and

Table 2
List of Major Earthquakes Used in This Study

Earthquake Mw Epicenter location Rupture from

1984 Morgan Hill earthquake 6.2 37.32∘N, 121.68∘E Beroza and Spudich (1988)

1989 Loma Prieta earthquake 6.9 37.04∘N, 121.88∘E Zeng and Anderson (2000)

1992 Landers earthquake 7.2 34.02∘N, 116.43∘E Zeng and Anderson (2000)

1994 Northridge earthquake 6.6 34.21∘N, 118.54∘E Zeng and Anderson (2000)

1999 Hector Mine earthquake 7.1 34.59∘N, 116.27∘E Salichon et al. (2004)
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Figure 10. Characteristics of the aftershock data for the 1992 Landers Earthquake. (a) Map showing aftershock locations
in relation to the surface fault trace of the Landers EQ. The fault trace data are extracted from Zeng and Anderson
(2000). The focal mechanism is taken from Global CMT solution (Ekström et al., 2012). Aftershocks occurring within 5 km
from the fault trace are also shown with their color representing the magnitude. The black lines in the figure show the
locations of active faults in the surroundings of the main ruptured fault. We can see that many faults are approximately
parallel to the trace of main fault. (b) The histogram of all aftershock distances from the fault plane. The number of
aftershocks decreases as the distance away from the fault increases. (c) The CFF calculated for the 1992 Landers
Earthquake at 6 km depth, on the receiver faults, which are parallel to the overall orientation of the main fault. We see
few zones of positive CFF change while most part of the near-fault region is dominated by a region exhibiting a stress
shadow. (d) The magnitude frequency distribution of the data shown in (a), which follows the Gutenberg-Richter
distribution.

Southern California starting in 1984 (Shearer et al., 2005; Waldhauser & Schaff, 2008) to extract the aftershocks
associated with these earthquakes. We select a fixed time window 5.5 years after the main earthquake to
extract aftershocks. This time window is typically used for a magnitude 7 earthquake in southern California
(Allen et al., 1965; Gardner & Knopoff, 1974). Detailed information regarding the rupture of these five events
is extracted from slip inversions available through SRCMOD, an online database of finite fault inversions for
numerous earthquakes (Mai & Thingbaijam, 2014). We translate the magnitude of aftershocks into rupture
areas using an empirical relation derived from Hanks and Bakun (2002). Though there are many alternative
relationships to convert magnitude into rupture length (Hanks & Bakun, 2008; Wells & Coppersmith, 1994;
Wesnousky, 2008), we select this relationship because it takes into account the scaling of small magnitude
earthquakes. We also calculate the rupture areas using the seismic moment and the standard Eshelby formula
(Eshelby, 1957) assuming a stress drop of 1 MPa. This choice of stress drop value is typical for faults having geo-
metrical heterogeneities (Bailey & Ben-Zion, 2009) or faults with multistrand fault system geometries (Shaw
et al., 2015). The rupture areas calculations using Eshelby (1957) formula are consistent with rupture areas cal-
culations using empirical relation of Hanks and Bakun (2002) and it gives results that are quantitatively similar
to those shown here.

We compile a combined data set by considering aftershocks from all five earthquakes described above. We
pick only those aftershocks that are located in the region <5 km away from the fault rupture to compare
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Figure 11. Spatial and rupture area distributions for aftershocks and preshocks. (a) Distribution of rupture areas and
distance from the main fault plane for all the aftershocks that lie within 5 km of the main rupture in our data set for 5
large earthquakes in California. The data is compiled by combining aftershocks from the 1984 Morgan Hill earthquake,
the 1989 Loma Prieta earthquake, the 1992 Landers earthquake, the 1994 Northridge earthquake, and the 1999 Hector
mine earthquake. (b) Same as (a), but for events occurring for 5.5 years prior to the same large earthquakes except the
1984 Morgan Hill earthquake. Both data sets in (a) and (b) are similar with no preference for particular magnitudes at
certain distance from the fault. This suggests that stresses in the near-fault region are dominated by stress
heterogeneity caused by fault roughness over repeated earthquake cycles. The smaller magnitude earthquakes pattern
in the near-fault region does not vary much during postseismic or preseismic phase, suggesting that the existing stress
field is always very heterogeneous prior to a large earthquake in a manner similar to that found in our simulations.

them with our near-field model results. There are also some additional aftershocks present at distances>5 km
from fault, but we do not consider those since those aftershocks do not provide us any information about the
near-fault stress field. Additionally, because the minimum zone length that we consider has an area of approx-
imately 0.2 km2, we only consider events with M > 3, which corresponds to this minimum area. Figure 10a
shows the aftershocks for the 1992 Landers earthquake. Due to the Gutenberg-Richter magnitude-frequency
distribution (Gutenberg & Richter, 1944), we see most aftershocks with Mw < 2. The histogram with respect
to distance of these aftershocks (Figure 10b) shows that most of these aftershocks are located very close to
the fault. Among all of the events, most of the aftershocks occur between 450 and 500 m away from fault. The
magnitude-frequency distribution of the aftershocks shown in Figure 10a is shown in Figure 10d. We note that
the magnitudes of the aftershocks follow the GR distribution. We also calculate the CFF using the slip model
from Wald and Heaton (1994) for the 1992 Landers earthquake for faults parallel to the main fault. Figure 10c
shows the CFF at 6 km depth, that is, the focal depth of the 1992 Landers earthquake. We see a prominent
stress shadow in the middle of the fault with few positive CFF zones within the main slip area of the fault.

To understand the behavior of the rupture areas as a function of distance, we plot the joint PDF of the rupture
area with distance away from fault from our complete compiled data set. This plot is analogous to Figure 9, but
shows observational data rather than our modeling results. As shown in Figure 11a, we see a similar behavior
to what is observed in our modeling results. Rupture zones with all rupture areas (i.e., both smaller [< 0.45
km2] and larger [≥ 0.45 km2]) are present in near-fault as well as intermediate regions. The smaller rupture
lengths are more probable in the near-fault region than the larger rupture lengths, similar to our modeling
results. In the intermediate region, we see a relatively high probability of smaller rupture lengths when com-
pared to the larger rupture lengths. Since our modeling results do not preclude smaller events in the large
positive CFF zones, we believe that our model is consistent with the higher probability of smaller rupture areas
in the intermediate region, though this behavior is not reflected in the probability values in Figure 9. Figure 12
shows the histograms with respect to distance of aftershocks for two different minimum magnitudes from
our complete compiled data set. Based on the comparison of these histograms, we find that the aftershocks
in the near-fault region follow the GR distribution, with an order of magnitude more aftershocks with Mw > 2
than aftershocks with Mw > 3. As seen in Figure 9, the fault roughness produces many zones of positive stress
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Figure 12. A comparison of histograms of aftershock distances from the fault plane for two different magnitude ranges.
The histogram of aftershock distances from the fault plane for aftershocks with Mw > 3 is shown in blue while the
histogram of aftershock distances from the fault plane for aftershocks with Mw > 2 is shown in orange color. The
aftershocks data set for both histograms is compiled by combining the aftershocks from the 1984 Morgan Hill
earthquake, the 1989 Loma Prieta earthquake, the 1992 Landers earthquake, the 1994 Northridge earthquake, and the
1999 Hector mine earthquake. The aftershocks follow the GR distribution at all distances from the fault with an order of
magnitude more aftershocks with Mw > 2 than aftershocks with Mw > 3. Our model suggests this arises due to the fault
roughness producing zones of positive stress change of a variety of lengths at all distances from fault, and that these
zones can host many smaller events to produce the GR distribution of event sizes.

change with a variety of lengths, and these zones can host many smaller events which will thus produce the
GR distribution of event sizes.

To compare our results to seismicity that did not occur in response to an earthquake, we compile a combined
data set by considering events that occurred on the same faults hosting the large earthquakes, with the excep-
tion of the 1984 Morgan Hill earthquake due to the start time of the catalog. We select the same time window
(5.5 years) for these events. We plot the joint PDF as seen in Figure 11b of the rupture areas (calculated from
Mw of preshocks) with distance from fault and see similar behavior to what is observed for aftershocks. For
preshock data, we again see ruptures with all lengths in both the near-fault and intermediate regions. Simi-
lar to the aftershock data, the smaller rupture lengths are seen to be more probable in the near-fault as well
as the intermediate regions when compared to the larger rupture lengths. This suggests that the earthquake
stress change did not influence the general decay with distance of earthquakes in the mainshock rupture area,
only the temporal characteristics. This suggests that a heterogeneous stress field likely exists throughout the
seismic cycle, and its spatial characteristics are not strongly changed by a single earthquake. Rather, a hetero-
geneous stress field is maintained and reinforced by complex slip patterns on successive large earthquakes
on rough faults.

5. Discussion and Conclusions

In this work we investigate the occurrence of aftershocks which cannot be explained by traditional static stress
change calculations (Beroza & Zoback, 1993; Kilb et al., 1997) or which nucleate in the zones of stress shadows
(Segou & Parsons, 2014). We perform dynamic rupture simulations on many realizations of rough faults where
the roughness parameters are taken from observational studies (Candela et al., 2012). For each realization of
the fault profile, we obtain the static stress change in the volume and then estimate the spatial distribution of
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static stress change due to dynamic fault slip surrounding the main fault. We observe that the pattern of static
stress change is highly complex (Chester & Chester, 2000; Dieterich & Smith, 2009) in the near-fault regions
with negative values of stresses more prevalent than positive values. The width of the region where stresses
are highly complex depends on the RMS ratio of the fault roughness. We do not find a strong dependence of
the width of near-fault region on the H value.

The zones of negative CFF (i.e., the zones not susceptible to aftershocks) are more prevalent in the far-fault
and intermediate regions but many of those zones also exist in the near-fault region. In addition to negative
CFF zones, there are many positive CFF zones present in the near-fault region. These zones are of particular
importance since these are the zones which are locations of potential aftershocks. We count the number of
positive CFF zones having length > 500 m in the near-fault region at different distances away from the fault.
Based on our data, the average number of total positive CFF zones found in a single earthquake simulation
is ∼ 15 in the middle of near-fault region. This value is many times higher than the positive CFF zones found
from the usual static stress calculations (e.g., (Lin & Stein, 2004; Toda et al., 1998; Toda et al., 2008)) in the
near-fault region. Since the positive CFF zones have the capability to host earthquakes whose size is small
enough to fit in these zones, they could host earthquakes that appear in zones of stress shadows in static stress
calculations in the near-fault region. However, similar seismicity pattern are observed prior to the mainshocks,
suggesting that general stress heterogeneity also exists throughout the seismic cycle and plays an important
role in earthquake occurrence.

Furthermore, we calculate the rupture area of each positive CFF zone by considering the possibility that each
zone were to host a rupture of circular shape and observe that smaller rupture areas are more dominant inside
the near-fault region than the large rupture areas. This is because we have a larger fraction of small positive
CFF zones close to the fault due to the fault roughness effects prevailing in this region. The equivalent areas in
the near-fault region are mostly below 10 km2. In the intermediate region, where the fault roughness effects
are less important, we see fewer positive CFF zones but larger areas when compared to the near-fault region.
Based on our modeling results, we conclude that the aftershocks occurring in the near fault region of a rough
fault are result of complex static stress change pattern resulting from the stress heterogeneities introduced
by fault roughness over many seismic cycles.

Our comparison between aftershock data and preshock data provides a method for understanding how the
stress perturbations due to fault roughness affect the seimicity patterns in the near-fault region. We see that
both aftershocks and preshocks show similar spatial characteristics, suggesting the stress heterogeneities
driving their occurrence are similar. Based on the similarities of behavior of both data sets, we believe that
stresses in the near-fault region are always heterogeneous as suggested by some other observational studies
using InSAR and GPS data (Erlingsson & Einarsson, 1989; Pedersen et al., 2003). Our results show that these
near-fault stresses are dominated by stress perturbations caused by fault roughness throughout the history
of the earthquake cycle. We suggest that the locations of small ruptures (either as preshocks or aftershocks)
are independent of their timing relative to an earthquake in the near-fault region and are predominately con-
trolled by the stress heterogeneities imposed by fault surface complexity. The occurrence of small aftershocks
at all distances from the main fault in the observational data suggests that heterogeneous stress can cause
multiple small events within a patch of increased CFF due to earthquake slip. The pattern of smaller magni-
tude earthquakes in the near-fault region does not change between the postseismic and preseismic phases,
suggesting that the existing stress field is always very heterogeneous.

Aftershock distribution and static stress changes in the context of rough faults has been modeled by many
previous studies. Bailey and Ben-Zion (2009) used a quasi-static modeling approach to model the stress drop
due to an earthquake on a geometrically heterogeneous fault. They showed that spatial heterogeneity of the
fault surface causes the stress drop to significantly reduced (an order of magnitude lower) as compared to
traditional estimates with a homogeneous fault. Smith and Dieterich (2010) performed quasi-static modeling
with heterogeneous fault geometry to capture the occurrence of aftershocks in stress shadows and temporal
changes in the focal mechanisms of aftershocks. Shaw et al. (2015) used a quasi-static modeling approach
with a multistrand fault system geometry to explain the reduced ground motions for aftershocks observed
in the near-fault regions. They showed that the observed reduced ground motions in the near-fault region
are due to the smaller stress drop of aftershocks (compared to mainshock of similar magnitude events) in this
region. Our results agree with these static calculations in terms of the general statistical trends that emerge
when stress changes are averaged along strike and over many ruptures. Further work is needed to assess the
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similarities of the predictions for individual events, and if the stress changes exhibit the same variability along
strike when dynamic rupture effects are included.

The near-fault zone of natural faults exhibits a complex damage pattern (Andrews, 2004, 2005; Faulkner et al.,
2003; Myers & Aydin, 2004; Rice et al., 2005), and this pattern may further introduce second order stress pertur-
bations. The near-fault region of high damage (sometimes referred to as a weak zone) is observed to strongly
influence the geographical distribution of seismicity both before and after a major earthquake (Hauksson,
2011, 2010) . Powers and Jordan (2010) showed that the width of this near-fault region of high damage is
controlled by the stress variations caused by the fault roughness. Our results also show that the width of the
near-fault region and stress field heterogeneity (which in turns control the geographical distribution of seis-
micity) is controlled by the roughness of the fault and that this roughness computed dynamically gives similar
results to quasi-static calculations. Some discrepancies in our model results and real data may arise due to
the secondary static stress changes (secondary triggering) associated with the secondary earthquakes (after-
shocks) that occur as a result of a major earthquake (Meier et al., 2014). Some studies suggest that every single
earthquake has its role in redistributing the prevailing static stresses (Kagan, 1994; Meier et al., 2014; Marsan,
2005; Hanks, 1992; Helmstetter et al., 2005), an effect not captured by our simulations. A further effect influ-
encing the off-fault stresses include yielding of the off-fault material due to plastic deformation (Andrews,
2005; Dunham et al., 2011a, 2011b, Gabriel et al., 2013; Shi & Day, 2013) that may alter the spatial pattern of
stress change. This topic will be the subject of future work.

We assumed a predefined single receiver fault orientation to calculate static stress changes. Since the realistic
fault systems do not always include parallel faults, calculating the static stress change with multiple receiver
fault orientations may improve the spatial distributions of aftershocks. Hainzl et al. (2010) showed that their
aftershock model with multiple receiver fault orientations showed a good agreement with directly triggered
aftershocks from 1992 M7.2 Landers earthquake. We will consider calculating the CFF using multiple receiver
faults in future work, using calculated fault orientations from the off-fault damage. This method will address
the open question regarding if the spatial decay of seismicity is due to the stress field or the damage zone.
This approach can also examine if the fault orientations derived from dynamic simulations provide additional
benefits over those assumed in static calculations.

The stress changes due to coseismic slip on an earthquake can cause a pore-pressure variation in the region
surrounding the main fault which can change the strength of host faults to initiate further earthquakes (Chen
et al., 2012; El Hariri et al., 2010; Gupta, 2002; Nur & Booker, 1972). Furthermore, the diffusion of pore-pressure
can cause seismicity to migrate over time (Chen et al., 2012; El Hariri et al., 2010). Similarly, a time-dependent
increase in pore pressure due to passing seismic waves can also increase seismicity of a region as observed in
many locations with geothermal or volcanic activity (Hill et al., 1993; Freed, 2005). Aseismic slip can also modify
the stresses on the fault and bring it close to failure, changing seismicity over time (Vidale et al., 2006; Vidale
& Shearer, 2006) and causing more aftershocks to occur. Constraining the effect of fluid flow and aseismic
slip on the aftershock triggering is a challenging problem (El Hariri et al., 2010; Vidale et al., 2006; Vidale &
Shearer, 2006), and in particular isolating the role of each of these mechanisms in aftershock triggering is not
straightforward (Lohman & McGuire, 2007; Vidale & Shearer, 2006). Some studies suggest that both of these
mechanisms work together (Hainzl, 2004; Waite & Smith, 2002) and are common in areas of earthquake bursts
and swarms (Vidale et al., 2006; Vidale & Shearer, 2006; Hainzl, 2004). We do not model the pore pressure
or aseismic slip, and our observational data may include effects from these mechanisms. Additionally, the
observational data may include effects from heat flow, topography, Vp∕Vs ratio, crustal thickness (Hauksson,
2011), and material contrasts (Rubin & Ampuero, 2007; Rubin & Gillard, 2000) which we did not consider in this
study. However, we note that our results are consistent with overall trends in the spatial locations of seismicity,
suggesting these additional mechanisms may be more important for describing the transient behavior of
aftershocks rather than their spatial occurrence patterns.

Our simulations are in 2-D but real earthquakes occur on faults in 3-D, an effect which is not captured in the
present study. By running simulations in 3-D, the rupture process will not always be coherent in the third
direction (Dunham et al., 2011a; Shi & Day, 2013), which may cause some differences in the stress change pat-
tern surrounding a fault compared to our 2-D model results. Our initial simulations are in 2-D due to the fact
that 3-D simulations are much more computationally expensive. We have also assumed that the initial stress
state is uniform in space, which neglects the previous deformation history of the fault, including the interseis-
mic phase of the seismic cycle to build up stresses to the level of failure. Our results suggest this background

ASLAM AND DAUB FAULT ROUGHNESS EFFECTS ON AFTERSHOCKS 16



Journal of Geophysical Research: Solid Earth 10.1029/2018JB016214

heterogenity is important, and it is possible that we can quantitatively account for this history of stress hetero-
genity by deriving the initial stress state from a long term tectonic model to initiate our model with stresses
that are consistent with the slip history of the fault at the start of our simulation. This is a much more challeng-
ing computational problem, since the model must resolve both the slow loading of the interseismic period
and the rapid slip during the coseismic period, and will be addressed in subsequent work.

Focal mechanisms provide a method to examine the stress orientations compatible with the radiation pat-
tern of a particular earthquake (e.g., (Hardebeck et al., 1998; Hardebeck, 2010, 2015; Meier et al., 2014; Steacy
et al., 2004), but since in most cases the focal plane is ambiguous (Nandan et al., 2016), there is always uncer-
tainty involved in determining fault plane orientations and hence the resulting static stresses. Moreover, the
alignments of focal mechanisms may not always follow a particular pattern. For instance, large variability of
primary focal mechanisms of aftershocks was observed by Mallman and Parsons (2008) during an investiga-
tion of worldwide M> 7 earthquakes. Similarly, focal mechanisms following the 1989 Loma Prieta earthquake
are diverse and are not aligned with the directions expected for static stress triggering (Beroza & Zoback,
1993; Kilb et al., 1997). While the heterogeneity of alignments of focal mechanisms introduces uncertainty in
determining static stresses, this heterogeneity has been proven useful in many cases, for example, the case of
central and southern California region, where this heterogeneity has been used to learn the long-term evolu-
tion of fault zones and their seismic behavior (Bailey et al., 2010). Similarly, this heterogeneity has been used
to estimate the crustal stress heterogeneity in southern California (Smith & Heaton, 2011). Additionally, the
effects of static stress changes are not always straightforward to reconcile with subsequent seismicity, such
as a spatial correlation observed between stress shadows and seismicity rate reduction (Toda et al., 2012)
at one point in space while a complete absence of a stress shadow (Felzer & Brodsky, 2006) may occur in
another region.

Based on our results of dynamic rupture modeling, we relate the spatial distribution of aftershocks in the near
fault region of a rough fault to its fractal geometry. Our results provide improved constraints on the magnitude
and spatial distributions of aftershock occurrence, which help scientists better understand the basic physics
of earthquake interaction and spatial locations of earthquakes in general, an important concern of current
earthquake science (Cocco & Rice, 2002; King et al., 2001; Hill et al., 2002). Such knowledge is essential for
improving estimates of future hazard and risk in earthquake-prone areas worldwide.

Appendix A: Self-Similar and Self-Affine Profiles

Self-similar profiles are curves that show identical characteristics regardless of the scale of view (i.e., zooming
in or out is equivalent to rescaling the length and height by the same factor), while self-affine fractals require
rescaling the length and height by different factors to obtain similar statistical profiles (Russ, 1994). Self-similar
is thus a specific case of self-affine where the RMS height fluctuation of the profile is proportional to the length
of the profile. Earlier studies (Brown & Scholz, 1985; Lee & Bruhn, 1996; Power & Tullis, 1995) suggest that
natural fault surfaces are self-similar fractals. More recent studies (Brodsky et al., 2011; Candela et al., 2012;
Candela et al., 2009; Candela et al., 2011; Sagy et al., 2007; Renard et al., 2006) are able to provide very high
resolution fault roughness measurements. Some of these measurements suggest that fault surfaces in both
the slip-parallel and slip-perpendicular direction are self-affine fractals, though other authors suggest that
self-similar profiles provide a better overall description of the fault geometry (Shi & Day, 2013).

We use two parameters to describe fault roughness. The first parameter is the Hurst exponent, denoted by H,
which quantifies the self-affine scaling of the fault profile. For a self-affine fractal, if we rescale the horizontal
scale by a factor x, then the vertical scale is rescaled by factor xH (for the self-similarity case H = 1). The sec-
ond parameter specifies the actual height of fault curve relative to a planar fault. One such parameter that
quantifies the amplitude is the RMS deviation of a fault profile from planarity. The RMS height (hrms) for a 1-D
self-affine fault profile (y = f (x)) with length L can be defined as

hrms =

√
1
L ∫

L∕2

−L∕2
f 2(x)dx. (A1)

Equation A1 considers all the wavelengths of roughness that are smaller than L. The RMS height is related
to the maturity of the fault as the roughness amplitude of the fault varies when the fault progresses from
immature to mature. The value of H varies from 0.6 to 1 for observed fault surfaces while the RMS height to
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wavelength ratio has values between 10−2 to 10−3 depending upon the maturity of the fault (Brodsky et al.,
2011). A smaller value of H indicates that the faults appears rougher when viewed at decreasing scales and a
smaller value of RMS height indicates a smoother fault profile. It is also important to note that the RMS height
is the same at all scales for self-similar fractals, but it is scale dependent for self-affine fractals (Aviles et al.,
1987; Brown & Scholz, 1985; Okubo & Aki, 1987; Power et al., 1988). In this study, we use the RMS height at
the largest scale to quantify roughness for self-affine profiles. The Hurst exponent is related to power spectral
density for self-affine fractals:

p(k) ∝ k−1−2H. (A2)

Here p(k) is the spectral density, k is the wave number given by k = 2𝜋
𝜆

. In the case of a self-similar profile,

p(k) = ck−3. (A3)

Here c is given by 2𝜋3𝛾2. The parameter 𝛾 is the RMS height to wavelength ratio. Figure S1 in the sup-
porting information shows spectral density plot for one dimensional (1-D), self-similar fault and self-affine
fault profiles.

Appendix B: Rupture Nucleation Procedures

We nucleate ruptures in the areas where the ratio of shear to normal stress is highest after filtering out the
high frequency variations associated with the small scale roughness (Fang & Dunham, 2013). We expect such
locations to be representative of the regions on natural faults where ruptures are likely to initiate. In all of our
simulations, we start rupture near the center of the fault. We do this by generating many fault profiles and
then calculating the ratio of shear to normal stress at each point on the fault. If the ratio is highest between
35 to 45 km along fault distance, then we consider the fault profile for further rupture simulation, otherwise
we discard the profile and generate a new one.

The SW friction law has been used with a variety of different nucleation strategies to initiate ruptures
(Andrews, 1985; Bizzarri & Cocco, 2005; Day, 1982; Dunham & Archuleta, 2005; Ionescu & Campillo, 1999).
These different nucleation strategies could potentially affect the rupture propagation process and therefore
the final stress field. Studies such as Bizzarri (2010) have quantified this effect by comparing the process
of rupture propagation and resultant surface ground motions for ruptures with different nucleation strate-
gies. We vary our rupture nucleation strategy for a single realization of each fault profile to ensure that our
results do not depend on the nucleation method. We use three different techniques to initiate rupture, (1)
time-independent overstressing of the fault a method used in early SCEC rupture code problems (Harris et al.,
2009), (2) time-dependent overstressing of the fault, and (3) overstressing a single grid point within a critically
stressed nucleation patch a method similar to (Schmedes et al., 2010). In the first technique, we select a 3-km
fault patch and raise the shear traction on each point of the fault patch to 1.01T (i)

f
. Here T (i)

f
is the failure trac-

tion on ith point on the fault, and is given by 𝜇sT (i)
n , where Tn

(i) is the normal traction on ith point on the fault.
In the second technique, we again select a 3 km fault patch and linearly raise the shear traction with time on
each point within it to 1.01T (i)

f
over an onset time of 0.87 s. In the last technique, we select a 3-km fault patch

and raise the shear traction on each point of this patch just below the failure traction (0.999T (i)
f

) while the
shear traction on the central grid point of the fault patch is raised to a traction value of 1.01T (i)

f
.

Once we run simulations with each of these nucleation strategies, we compare the ground motions resulting
from these strategies at six synthetic station locations on each side of the fault. Three of these station loca-
tions reside in the near-fault region while three reside in far-fault region. In our modeling setup, the region
having distance < 3 km from fault can be considered as the near-fault region while region having distance >

5 km as the far-fault region. Our reason for considering these regions separately is due to the differences we
find in the static stress changes, as discussed in the results section. We compare two properties of the seismic
signal: the amplitude of the first arriving compressional (P) wave, and the peak ground velocity (PGV) of the
signal at those stations. In addition, we also compare the final slip distribution from ruptures initiated using
the nucleation strategies mentioned above. Based on our comparison at the selected grid resolution (Δx = 25
m), we find the amplitude of the P wave as well as the PGV value to be in a similar range for all of our nucle-
ation strategies at each station. The average difference between the amplitude of the P wave and the PGV is
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less than 10ςpercnt; for both near-fault and far-fault regions. We also do not find any significant difference in
the slip history to prefer any particular strategy. Therefore, we default to the simplest strategy of a statically
overstressed nucleation patch for our full set of simulations.

Appendix C: CFF Calculation

The CFF (King et al., 1994) can be calculated using the following equation

ΔCFF = Δ𝜏𝛽 − 𝜇𝛽Δ𝜎𝛽. (C1)

Here ΔCFF is the change in CFF on a receiver fault due to static stress changes introduced by the earthquake
on the main fault,Δ𝜏𝛽 is the shear stress change introduced on the same receiver fault plane,𝜇𝛽 is the effective
friction coefficient of the receiver fault (a combination of the friction coefficient and Skempton′s coefficient
(Skempton, 1954) describing poroelastic effects), and Δ𝜎𝛽 is the change introduced in normal stress on the
receiver fault plane. It is important to note that 𝜏𝛽 and 𝜎𝛽 are determined by resolving the stress tensor onto
the desired receiver fault plane surrounding the main fault.

We choose the orientation of all the receiver faults to be parallel to the overall trace of the main fault. This
assumption will not necessarily be true for every case, but we believe that it is reasonable to assume that
aftershocks occur on structures formed due to the same tectonic history as the main fault. Additionally, field
studies also reveal parallel faults in strike-slip fault zones such as those observed for the Carboneras Fault
Zone in Spain (Faulkner et al., 2003). All of our calculations assume 𝜇𝛽 = 0.4, a value close to the average of the
friction values (average of𝜇s and𝜇d) on the main fault. This value is typically used in the literature for strike-slip
or unknown faults (Parsons et al., 1999), and receiver fault orientations parallel to the trace of the main fault.
If the calculated values of CFF are positive, it indicates increased likelihood of failure, while decreased values
are expected to indicate stress shadows or regions with reduced seismic activity. We combine the calculated
CFF values from all realizations of each set of fractal characteristics to compute point statistics.
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